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Abstract

The Anomalous Cosmic Ray (ACR) spectra and intensity in the middle atmosphere are
determined using the CORSIMA (COsmic Ray Spectra and Intensity in Middle Atmosphere) model.
ACR spectra are presented for various atmospheric altitudes within the range of 40-50 km, with the
lower boundary of the ionosphere at approximately 50 km. Experimental satellite measurements are
utilized for the main ACR constituents Helium and Oxygen nuclei. It is found that the influence of
ACRs extends to the polar cap regions above 65°—70° geomagnetic latitude, and certain ACR ionization
rate values in these regions are comparable to Galactic Cosmic Ray (GCR) ionization rates. Our
studies also consider Multiply Charged Anomalous Cosmic Rays (MCACRs), which exhibit similar
differential spectra to the singly ionized ACR component4.

Introduction

In 1972 and 1973 several groups observed during solar quiet times enhanced
fluxes of helium, oxygen, and nitrogen at energies of <10 MeV/nuc (N, O) and
~ <50 MeV/nuc (He), respectively. These flux increases showed peculiar elemental
abundances and energy spectra, e.g. a C/O ratio < 0.1 at =10 MeV/nuc, significantly
different from the abundances of Solar Cosmic Rays (SCR) and Galactic Cosmic
Rays (GCR). Since then, this “Anomalous” Cosmic Ray (ACR) component has been
studied extensively and several elements have been found (He, N, O, Ne, Ar, and, to
a lesser extent, H and C) whose energy spectra show anomalous increases above the
quiet time solar and galactic energetic particle spectrum. There have been several
models proposed to explain the ACR component. The presently most plausible
theory for the origin of ACR ions identifies neutral interstellar gas as the source
material. After penetration into the inner heliosphere, the neutral particles are ionized
by solar UV radiation and by charge exchange reactions with the solar wind protons.
After ionization, the now singly charged ions are picked up by the interplanetary
magnetic field and are convected with the solar wind to the outer solar system.
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There Othe ions are accelerated to high energies, possibly at the solar wind
termination shock, and then propagate back into the inner heliosphere. A unique
prediction of this model is that ACR ions should be singly ionized. Meanwhile,
several predictions of this model have been verified, e.g. low energy pickup ions
have been detected and the single charge of ACR ions in the energy range
of =10 MeV/nucleon has been observed [1, 2, 3]. Later, Multiply Charged
Anomalous Cosmic Rays (MCACRSs) were discovered.

In this paper, the spectra and intensities of ACRs will be calculated using
our CORSIMA (COsmic Ray Spectra and Intensity in Middle Atmosphere) model.
The energy spectrum of ACRs in the Earth's atmosphere at altitudes ranging from 40
to 50 km is an area that has not been extensively studied, primarily because ACRs
are typically measured in space. However, this altitude range is significant because
it corresponds to the lower boundary of the ionosphere, which is located around
50 km above the Earth's surface [4].

While the energy spectrum of ACRs remains relatively unchanged at higher
altitudes where the atmosphere has minimal influence, as ACRs penetrate deeper
into the atmosphere, they interact with air molecules, leading to energy loss and the
possible production of secondary particles [5]. Consequently, the energy spectrum
of ACRs undergoes modification as they traverse the Earth's atmosphere.

At higher altitudes, ACRs experience minimal effects from the Earth's
atmosphere, and their energy spectrum closely resembles that observed in space.
However, as ACRs descend and interact with air molecules in the atmosphere, their
energy can be attenuated, and secondary particle production may occur [5]. These
interactions with the atmosphere contribute to a modification of the energy spectrum
of ACRs. The specific shape of the energy spectrum of ACRs in the Earth's
atmosphere within the 40-50 km altitude range is influenced by various factors,
including the initial energy and composition of the ACRs, as well as the atmospheric
conditions at these altitudes. It is expected that the interactions with the atmosphere
will lead to a distinct modification in the shape and intensity of the energy spectrum
compared to observations made in space [6]. There is a significant difference here
from galactic CRs [7, 8].

The primary objective of the present study is to determine the energy spectra
of ACRs in the middle atmosphere around the lower boundary of the ionosphere,
specifically within the altitude range of 40-50 km. This research aims to shed light
on the energy distribution of ACRs at these specific altitudes, considering the
interactions they undergo with the Earth's atmosphere. By investigating the energy
spectra of ACRs in this region, valuable insights can be gained regarding the
behavior of ACRs as they penetrate the Earth's atmosphere and interact with air
molecules. This information is crucial for understanding the complex dynamics of
ACRs in the middle atmosphere and their implications for the ionization processes
and atmospheric conditions within this altitude range.



Model approximations

We introduce five main characteristic energy intervals in the approximation
of ionization losses (MeV.gt.cm?) according to the Bohr-Bethe-Bloch function
using experimental data [6-8]. This approximation for protons and singe charge
particles (Z = 1) has the form [9]:

2.57 x 103E%>  ifkT < E < 0.15 MeV interval 1

L aE 231E7977 if0.15 < E < 200 MeV interval 2

(1) YTl 4 68E~0-53 if200 < E < 850 MeV interval 3
[1.91 if850 < E < 5x103MeV interval 4

kO.66E°'123 if5x 103 < EF < 5x10°MeV interval 5

E is the kinetic energy of the penetrating particles.

By introducing multiple characteristic energy intervals in our model, we
enhance the accuracy of the obtained results compared to previous approximations
with fewer intervals [10, 11].

Our model is designed to analyze the contributions of different types of
cosmic rays (CRs), including galactic CRs, solar CRs, and anomalous CRs (ACRs),
to the ionization in the ionosphere-middle atmosphere. Each submodel within our
framework focuses on evaluating the specific contributions of these CR types and
considers the distinct characteristic energy intervals in the total ionization process.
To investigate the impact of random differential spectrum energy intervals on
ionization in the middle atmosphere, we utilize satellite measurements of differential
spectra, with a particular emphasis on ACR spectra in this study. By decomposing
the ACR spectra into different groups of ACR nuclei and characteristic energy
intervals, we gain insights into their properties and examine their effects on the
ionization losses function boundaries.

Our newly developed code, CORSIMA (COsmic Ray Spectra and Intensity
in Middle Atmosphere), builds upon the results and advancements of our previous
model, CORIMIA (COsmic Ray lonization Model for lonosphere and Atmosphere)
[6, 12]. By leveraging the capabilities of CORSIMA and incorporating the refined
analysis of energy intervals, we aim to provide a comprehensive and improved
understanding of ACR spectra and their influence on ionization in the middle
atmosphere.

Model description for single ionized ACRs

The submodel for the calculation of the ACR ionization rate profiles has
different properties in comparison with GCR or SCR submodels. In the presented
calculation ACR constituents are singly charged. That is why we don’t introduce the
charge decrease interval [12] but we consider the influence of atomic weight A.



When considering the penetration of ACRs into the atmosphere, we calculate
the electron production rate within two intervals that pertain to the low-energy range
of ionization losses (MeV.g*.cm?) following the Bohr-Bethe-Bloch formula. These
intervals, which we consider in our model, are as follows [6]:

2.57x10° £05

1dE
@ 231A
p = g7 if 0.15< E<200MeV/nucl  interval2

if KT <E <0.15MeV/nucl intervall

where A is the atomic weight of ACR particles, p(h) (g.cm?) is the neutral density of
the Earth’s atmosphere. E is the kinetic energy of ACRs in MeV/nucl.

These intervals described the part of the ionization losses function where
ACR spectra are acting. Based on this statement we derived the following expression
for the ACR ionization rate submodel:

3) a0 = 22{2.57 x 103 [7° D(E) {[E, ()] 5+

E0.15:2(h)
257x10° [D(E)E,(h)}'"*dE +
0.15
200
231 [D(E)E, ()] " dE

E0.15;2 (h)

where Q = 35 eV is the energy necessary for the formation of one electron-proton
pair. Ex(h), E2(h) and E2i1(h) are corresponding interval’s energy decrease laws. D(E)
is the differential spectrum in (cm2.st.srt.MeV™?). Emin is energy cut off which is
determined in (1). Eo1s; 2(h) is the initial energy of particles (before entering of
spectrum in the atmosphere), which have energy E(h) = 0.15 MeV at altitude h (km).
0.56

() Eg15.2(h) = (408.87h + 0.15177)

The contribution of the ACR differential spectrum to electron production is
determined by the geomagnetic and atmospheric cut-offs. Its lower boundary for the
given point in the Earth’s atmosphere is calculated with equation [6, 9, 12]:

©) E o = MX{Ex (4,), Ex ()}



Er(im) is the geomagnetic cut-off in GeV which depends on geomagnetic

latitude A as follows [6,9]:
1/2

2 1Y
il m} J +0.88| -0.938

(6) E.(1,) = 14.9[(:03[180

where 0.938 is the rest energy of the proton. Ea( ﬁ ) is an atmospheric cut-off which

depends on the traveling substance path h (g.cm) [4, 5]. For the first interval in (1)
it has the form:

(7) Ear(h) = ((kT)*S + 1285R)°

The kinetic energy transformations described in equation (3) are as follows: Ei(h)
represents the kinetic energy decrease within interval 1, E»1(h) represents the Kinetic
energy decrease when crossing the boundary between interval 1 and interval 2, and
E2(h) represents the kinetic energy decrease within interval 2. These transformations
are applicable for the specific height h in the Earth's atmosphere.

Computer code and mathematical program

We have implemented a computer code for the CORSIMA model using
advanced computational techniques [13, 14]. The code utilizes numerical methods
to solve integration problems arising from the mathematical expressions involved in
the model. This operational model allows for interactive computation, where users
can input the required data and obtain computational results for different altitudes
and specified geomagnetic latitudes. The code has been designed to be user-friendly,
providing an intuitive interface for users to easily navigate and interact with the
model.

Results

Evidence that the anomalous component is singly ionized is given in [15].
Figures 1 and 2 present the spectra of the main ACR species, nhamely the singly
charged particles: Helium (Fig. 1) and Oxygen (Fig. 2). The spectra are specifically
calculated for a geomagnetic latitude of Am = 90°. In the lower portion of the profiles,
the helium spectra are primarily affected by the atmospheric cut-offs. Below 40 km,
the helium spectra decrease due to the influence of the atmospheric cut-off (Fig. 1).
Notably, the helium and oxygen spectra exhibit the most prominent intensities
among the ACR species.

These Figures represent the variation in the intensity of the ACR spectra with
altitude, specifically between 50 and 40 km in the Earth's atmosphere. Figures 1 and
2 clearly demonstrate the difference in intensity between these two altitudes, with a



higher intensity observed at 50 km compared to 40 km. This change in
the spectra provides significant insights into the dynamics of the Earth's upper
atmosphere and the interactions between cosmic rays and atmospheric particles at
different altitudes.
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Model description for multiply charged ACRs

The submodel for the calculation of the ACR ionization rate profiles has
different properties in comparison with GCR or SCR submaodels. In the presented
calculation ACR constituents are multiply charged, i.e. we have the case of
MCACRs [16]. That is why we introduce the charge decrease interval [12]. We
consider also the influence of atomic weight A.

When considering the penetration of MCACRSs into the atmosphere, we
calculate the electron production rate within three intervals that pertain to the low-
energy range of ionization losses (MeV.gt.cm?) following the Bohr-Bethe-Bloch
formula. Unlike the case of single ionized particles, now we include the new interval
dependencies. In this way, the expression of the ionization loss function becomes
more general than the case Z = 1 [10]

2.57@103E%5 if kT <E <0.15 MeV/n, interval 1

(8) —2% - 1540E%?®  if 0.15<E <E, = 0.15Z2 MeV/n, interval 2
dh

2318Z2E~%77 if E, < E < 200 MeV/n, interval 2

The electron production rate expression is characterized by the following
main terms:

0.15
gl){z.57103 fD(E)[El(h)]O'SdE

Emin

q(h) =

Eg.1s;2(R) Ea
9 +2.57@103 foligs‘z D(E) [E»1 (W)]**dE + 1.54010° fo.15;2(h)

Eg;3(R) 200

+1.54010° J D(E) [Esy(W)]°#dE + 231022 f D(E) [E3(h)]°7"dE

Eq Eq;3

D(E) [E,(W]°**dE

where Q =35 eV is the energy necessary to form one electron-proton pair [xxx]; p(h)
is the atmospheric density at height h; E1(h), E2(h), Es(h), E2i(h) and Esz(h) are the
corresponding interval energy decrease laws. D(E) is the differential spectrum in
(cm?2st stt.MeV ™). Emin is the energy cut-off. Eois2(h) and Eas are the initial
energies of particles (before entering the spectrum in the atmosphere), which have
energy E(h) = 0.15 and E(h) = Ea (MeV) at altitude h (km) respectively [12]. We
present now the initial energies of the interval boundaries which are effective for the
electron production rate by MCACR expressed in formula (10). It depends namely
on the depth of penetration in the atmosphere. The initial energy for Emin= KT, when
it is situated in interval 2 from (9) is the following:

5 0.56
(10) Ex(h) = (0.151-77 +408.87h — 0.318(0.15%5 — (kT)°-5))
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This initial energy is situated in interval 1 from (9), it is given by formula (8).
The initial energy of the boundary Ea before the spectrum penetration in the
atmosphere is given by formula (12):
104.0422

0.65
(11) Eq3(h) = (2001-53 +—"—h—0.25(200""" - 55-77)>

Conclusion

In this study, we have investigated the spectra of ACRs and MCACRsS in the
polar cap regions of the Earth's atmosphere at an altitude of 40-50 km. Our analysis
focused on the main ACR species, including Helium and Oxygen. We utilized the
CORSIMA mathematical program to determine the ACR spectra, taking into
account the processes of ionization and possible scattering.

At an altitude of 40-50 km in the Earth's atmosphere, the primary physical
process that affects the ACR spectrum is ionization. As ACR particles collide with
atmospheric molecules, they can ionize them and produce secondary particles such
as electrons and other ions. This process leads to energy loss and the redistribution
of ACR particles, thereby modifying their energy spectrum.

Scattering is also a possible process that can affect the ACR spectrum at this
altitude range, but its contribution is likely to be smaller compared to ionization.
Adiabatic cooling and nuclear interactions are not expected to have a significant
impact on the ACR spectrum in this altitude range.

Our results demonstrate that the ACR impact is limited to the polar cap
region above a geomagnetic latitude of Am = 62°-63°. The obtained ACR spectra for
different species show distinct characteristics, with variations in intensity and shape.

The mentioned models CORSIMA and CORIMIA, as also CORSIKA can
be applied in space physics for the complex study of the solar-terrestrial connections
and space weather [17-21].
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CIIEKTPbIl AHOMAJIBHBIX KOCMHUYECKHUX JYYEN
B ATMOC®EPE. OTHOUOHU30BAHHBIE U MHOT'O3APSA/IHBIE
KOMITIOHEHTBI AKJI

II. Beaunos, C. Acenoeckui, JI. Mameeg

AOcTpakT

Crektpsl 1 UHTEHCHBHOCTH AHOManbHbIX Kocmuueckux Jlyueit (AKJI) B
cpemHell aTtmocdepe ompenensrores ¢ ucnoib3oBanneM wmozgenu CORSIMA
(COsmic Ray Spectra and Intensity in Middle Atmosphere). Crmextper AKIJI
MpeJCTaBiIeHbl JUIS Pa3InYHbIX BHICOT aTtMocdepsl B auanazoHe 40-50 kM, c
HIWKHEH rpaHuneid wnoHocdepsl npumepHo Ha 50 kM. DKCHEepUMEHTAJIbHbIE
CIyTHUKOBBIE HM3MEPEHUS] HCIOJB3YIOTCS I OIpEJNENeHUs OCHOBHBIX KOMIIO-
HeHTtoB ACR: sjep remus W Kuciopozia. YcraHOBieHO, 4To BiusHue AKJL
pacnpocTpaHseTcs Ha O0JIaCTH TOJSPHOHN IIanku Beime 65°-70° reomMarHUTHON
LIMPOTHI, @ HEKOTOpbIE 3HAaueHHs ckopocTu moHm3aunu AKJI B 3Tmx permonax
CPaBHHUMBI CO CKOpocTsMu noHu3armn [ anakrnueckux Kocmuueckux Jlyueit (I'KJI).
B Hammx uccienoBaHMAX TAKKe PacCMaTPHUBAIOTCA MHOTO3apsIHBIE aHOMaJIbHBIE
kocmuyeckue nyun (MCACR), kotopeie uMeroT auddepeHuuanbHble CIeKTphl,
aHAJIOTUYHBIE OJHOMOHN30BaHHOMY KOoMITOHEHTY AKJIL.
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Abstract

The search for optimal time intervals for satellite operations performance is based on
verifying specific conditions of a geometric or physical nature. Several conditions are combined in a
situational problem. To be able to solve different situational problems, it is necessary to develop
program codes for verifying different situational conditions in advance. Two situational conditions for
determining if the satellite is in the sunlit zone or the umbra based on the conical models of the earth's
shadow are presented. Necessary (but not sufficient) conditions are introduced to locate the satellite in
the umbra or the sunlit zone, respectively. These conditions simplify the calculations and increase the
computational efficiency for a large part of the satellite orbit. Problems with one or more conditions
are solved by a developed parallel solver for situational analysis. Conditions checking the position of
a satellite relative to the Earth's shadow can be combined with other situational conditions. A model of
description of situational conditions is shown.

Introduction

Current trends in the development of satellite technologies lead, on the one
hand, to the use of smaller satellites and, on the other hand, to multi-satellite missions
instead of large multi-purpose satellites [1, 2] The process of space missions’
analysis and design is related to the clarification and optimization of many and
different parameters linked to scientific instruments, satellite subsystems, orbital
parameters or templates of multi-satellite systems.

Computer simulations are playing an increasing role at all stages of
preparation and operational implementation of multi-satellite missions. The
application of parallel algorithms and calculations is crucial in solving large-scale
problems involving hundreds and thousands of satellites.

An important part of the space missions’ analysis is the so-called situational
analysis. The situational analysis deals with the determination of optimal time
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intervals suitable for the execution of satellite operations, depending on various
geometric and physical conditions. This type of analysis is applied to different stages
of mission preparation- starting with the conceptual study and preliminary analysis,
going through mission definition, design and development, and finishing with
implementation. The determination of the initial and final moments of the passage
of a satellite through the shadow of the Earth as well as through the sunlit zone has
wide practical applications. The evaluation of the energy produced by solar panels
and its use in executing various operations is an example of such an application.
These moments are necessary to perform measurements in the Earth's shadow or the
illuminated part of a satellite's orbit.

Wertz and Larson [3] emphasize that mission analysis algorithms must be
simple and effective enough to allow multiple runs, collect statistical data, and
explore various scenarios and design options. Developing effective methods and
computer programs for situational analysis is very important when many problems
need to be solved, each involving more than one situation.

Algorithms and calculation tools for space mission analysis and design are
under development at the Space Research and Technology Institute at the Bulgarian
Academy of Sciences. One such tool is a parallel solver for situational analysis [4].
Algorithms and program realization of the conical model of the Earth’s shadow are
discussed in the present work. Algorithms and program codes suitable for multi-
satellite situational analysis are proposed.

Concept of situation analysis

As pointed out above, situational analysis solves problems related to satellite
operation optimization according to necessary restrictive conditions. Each
situational problem SP is composed of one or a conjunction of several situational
conditions sc; of different types:

@ SP =sc; Ascy A ...AScy,

The conditions themselves are predicate functions accepting values of one or zero.
They can be generally represented as:

SC; = SCi({ﬁ}: {a}, {ﬁ}’ t)

where {R} is a set of radius vectors of objects, {a} is a set of parameters of the
mathematical model describing the situational condition and {8} is a set of
constraints that are specific to the conditions. The calculation of the SP function is
done by sequentially checking the conditions sc;. The application of Horner's rule
allows cancelling the verification of the conditions when an unfulfilled condition sc;
is found:

(2 SP = (... (... (S€1ASC)A ... )ASC] ... ASCp_1)ASCy
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It is important to keep in mind that each condition sc; is satisfied within the
time interval T;, and is not fulfilled for the next adjacent interval T;,. The only
requirement to T, and T;', which will be taken into account, are T;, T;, A t,

where A t is a step in simulation time. The index k denotes the serial number of the
interval within the time horizon.

Parallel solving of situational problems

A simulation of multi-satellite missions with many objects of observation
requires solving many situational problems. Repeated simulations to optimize
different parameters also lead to the need for multiple situational analyses. The
functionality and reliability of multi-satellite systems result from the space
environment’s impact on the subsystems and the scientific instruments over a long
time horizon. The computer simulations clarifying changes in the functionality and
the reliability require computational efficiency of situational analysis. The
application of parallel calculations is a step in the right direction.

Advances in computer technologies provide new opportunities for compiling
even more complex simulation models but also place demands on their development.
The article comments on solving situational problems in the context of parallel
calculations (using multiprocessor and multicore systems). This requires special
approaches and program models in the development of computational algorithms.
The reasons for applying parallel calculations are the following:

1. complex mathematical models are used for the calculation of different
situational conditions when searching for orbital events;

2. simultaneous solving of many situation problems is included in a simulation
model;

3. the simulation time intervals (t,egin, tenq) are large;

4. Repeatedly solving of situation model based on situational analysis for space
mission parameters optimization (concerning satellites, instruments,
ground-based stations’ and objects of investigations).

All compiled situational problems can be applied to all members in a multi-
satellite system. The number of situational problems needed to be solved may
increase according to the number of satellites and objects for observation and
scientific problems for investigation.

Different situational conditions based on specific computational models give
rise to a different number of computational operations. Such models are irregular,
and an imbalance occurs when the calculations are parallelized. This is due to the
uneven distribution of computational operations between the available processors.
In poor distribution, some processors complete their problems and are free, while
others continue their calculations. The “Pool of threads” model copes with this
problem [5].
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Parallel Situational Analysis Solver

A parallel solver for situational analysis was developed for this purpose. It
is a processing program that consistently checks the feasibility of the conditions in a
particular situational problem. The parallelization is based on computational threads
organized in a variant of the program model "pool of threads” [6]. In this variant, the
threads are synchronized with each otherwhile receiving situational problems to
solve (race condition). This excludes the solution of one situational problem by more
than one thread. The threads are also synchronized with the parent thread, which
initiates the calculations and waits for them to complete at each simulated time step.
Each thread takes one or more situational problems for processing according to the
specified parameter value known as granularity.

Situational problems designer

A dialogue editor of situational problems is developed as an auxiliary tool.
The compilation of a situational problem is initiated, situational conditions are
successively selected, and their respective parameters and restrictions are set with
the help of dialogue controls. An already compiled situational problem can be
rejected or approved and saved as a template for future use. An optimization method
can be selected too. One already assembled situational problem can be related to a
particular satellite or all satellites of the respective multi-satellite system.

Conic Earth shadow model

Models of the earth's shadow have been developed and used for various
purposes long ago. Ferraz-Mello [6] describes the shadow of the Earth with a
cylindrical model. Bordovitzina et al. [7] apply a conical model of the Earth's shadow
with penumbra. Determining the moments of entry and exit from the shadow is
discussed in [8, 9]. Recently Srivastava has considered models of Earth's shadow
[10]. Here, we will present detailed considerations of the conic models (also of the
light zone) due to their use in developing program code for situational analysis
purposes.

A geometric model that is used for calculating the parameters of the Earth's
shadow is shown in Fig. 1. The circles (O, Rg) and (Og, Rg) represent the Sun and

the Earth in a plane passing through the line T and point S where the satellite is
located, respectively. The radii of the Earth Rg and the Sun Rg are assumed to be
known. The radius vector }355 (t) of the Sun in a geo-equatorial coordinate system is
determined based on methods of astrodynamics [11]. The radius vector of the
satellite 7,; (¢) is also determined based on numerical or analytical methods [11].
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A first case — umbra

The lines t; and t; are tangent at the points (Ts 1, Ts ;) and (Tg 1, Tg 2) to the
Sun and the Earth respectively in a plane defined by the vectors ﬁSE and 7.4¢. From
the similarity of the triangles AOsTs,0y and AO;Tg 0y a formula can be derived
for the height of the conical shadow of the Earth:

— RE'|§SE|
Rs—Rg

3) Hpg

Sl

Fig. 1. Sun-Earth’s umbra cone geometry

In this formula, Rg denotes the Earth’s radius, the distance between the Sun
and the Earth (the magnitude of the vector Rgj) varies during the year in the
interval from 147 099 760 km to 152 104 285 km. The height of the Earth's shadow
Hp can be assumed to be a slowly changing quantity.

The next step is to determine whether the satellite is in the shadow of the
Earth. One condition for this is that the sub-satellite point is located in the unlit part
of the earth's surface. It is equivalent to checking if £040gTg , < £0y0gS:

RsgTsat OgTEg2
4) =
|RSE| ATsael Hg
because it compares the cosines of the indicated angles on both sides of the inequality
without the use of arccosines.
To determine whether the satellite is in the shadow of the Earth, it remains

to compare the segments S’S"’and S’S on the line d, perpendicular to the line . From
the similarity of the triangles AOyS'S""and AOy T , O it follows:

)
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Hg — O0gS" R Hg — [7sq¢ |- cos(80,05S)

E-
TE,Z OH

S’S" = Rg.
Hg? — Rg*

The length of the line segment Tg , 0y, a leg in the right triangle
AOyTg ,0g, is determined based on the length of the Earth's shadow Hg and the
magnitude of the radius of the Earth Rg or finally:

RSE- Fsat

Hg — 1gq¢-
S'S! = RE' E sat RSE -Tsat
Hg* — Rg?
or
(5) S,S” — RE HE_éSE-Fsat

/HEZ—REZ

where €gg is the unit radius vector of the Sun.
The length of S’S is determined by AOgS'S:
S'S = |#sqel. sinaS'0gS
or

=, 2
(6) S'S = reae. [1-— (—RSE'TS“ ) )

|ﬁSE| -|Fsat|

It is important not to forget that determining the length of S’S''makes sense

only if OgS’ < Hg. Otherwise, there is a third case where the satellite is in the so-
called antumbra.

Second case — penumbra

In like manner, we can determine the conditions where a satellite falls in the
penumbra of the Earth. The conditions for the penumbra are determined by the
satellite-Earth configuration, in which the Sun is partially obscured by the Earth,

viewed from the position of the satellite (Figure 2). The lines t; and , are tangent
at the points (Ts 4, Ts,) and (Tgq, Tg,) to the Sun and the Earth respectively in a

plane defined by the vectors ﬁSE and 7,.. From the similarity of the triangles
AO4Ts ,0f and AOgTg , Oy, it follows:

Hg Rg

[Rse| —H; Rs
or
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RS+RE

(7)

where Hy denotes the line segment Oy Og. (Hg is analogous to the height of the
conical umbra)

4+
[N
N\

ol

Fig. 2. Sun-Earth’s penumbra geometry

The next step, after determining the distance Hg, is to check if a satellite is
in the Earth's penumbra. The first condition checks whether the satellite is outside
the penumbra (and shadow) zone. For this, it is sufficient to compare the angles
4050gTg, and £050gS (or their cosines). Further calculations make sense if
30505Tg 1 < 4050gS:

Rsg Fsat OgTg,1
(8) — L
|RSE| ATsatl Hg
because it compares the cosines of the indicated angles on both sides of the inequality
without the use of arccosines. To determine whether the satellite is in the Earth's
penumbra, it remains to compare the segments S’S’” and S’S on line d,

perpendicular to the line o' (Figure 2). From the similarity of the triangles A0}, S'S""
and AO; Tg 1 O it follows:

)
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For the size of the line segment S’S we have again:

2

S'S =1 |1— (M)
|RSE| . |Fsat|

In the penumbra zone, the Sun is partially obscured by the Earth, reducing
the flow of light reaching the satellite. This reduction depends on the part of the
solar disk covered by the Earth's disk. At low orbits, the time for satellites to pass
through the penumbra is short and insignificant compared to the times for passing
through the sunlit and umbra zones. However, at higher orbits, this time is longer
and could be important to be considered.

Program realization

A situational problem description model

A descriptor of situational problems is a one-dimensional array whose
elements are derived types containing the values of different attributes (parameters
and constraints as well as results) of the conditions comprised in the problem. The
first (zero) element of the descriptor contains control information and results about
the entire situational problem. The following elements contain the values of different
attributes (parameters and constraints as well as results) of the situational conditions.

Figure 3 illustrates a general template in Fortran language for the creation of
situational problem descriptor objects. The descriptors of different situational
problems are combined into a two-dimensional array with dimensions K x N, where
N is the number of problems and K is the maximum number of situational conditions
among all problems.

- SitCond is a derived type that describes different situational conditions. It
contains various attributes, which are common for each situational
condition. Some of them are:sit_code — identification code of situation
condition

- sat_num - satellite number to which the condition is associated

- duration — time interval when the condition is met

- dt_sit - local parameter- accumulates duration of condition before ending
duration

The UNION statement defines groups of fields that share memory among
different situational conditions. For the conditions that are discussed here, the
following map ... end map contains three logical variables umbra, penumbra, and
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sunlit. When the satellite is in a part of the orbit falling in the shadow, penumbra, or
illuminated zone, the corresponding variable is assigned a value of true. These
variables have control functions. The UNION statement defines an array of storage.
The UNION operator specifies an area of memory that is used polymorphically by
each of the functions computing different situational conditions.

MODULE
type  SitCond
integer sit_code ! Code of the situation condition; every situation has identification code
integer sat_num ! Which satellite concern this situational problem
logical flag ! Satisfaction of situational condition: .false. or .true.
logical  begin_sit ! If is true — the beginning of situational condition satisfaction
logical  fl_rezults ! If .true. - flag for end of situational conditional’s interval
real*8 t12(2,3) ! Determine the last time interval where the condition is satisfied
real duration ! Duration of a current situational condition (event)
real dt_sit ! Local parameter- accumulates duration of condition before ending duration
real t_cond_total ! Local parameter- accumulates total durations for the whole time horizon
union
map ... ! Other situational conditions
end map ! Other situational conditions
map 1 Sit_78/79: satellite in conic shadow
real num_sat_79
logical  umbra VIf  umbra.EQ..true. - penumbra=.false., sunlit=.false.
logical penumbra ! If penumbra.EQ. true. - sunlit=.false., umbra=.false.
logical sunlit LIf  sunlit.EQ..true. - penumbra=.false., umbra=.false.
end map
map ...
end map ! For other situational conditions
end union

end type SitCond

type sit_problem

union
map 1 Only for solving control- contains the number of situation conditions
integer SP_code ! Contains the serial number of the situational problem
integer  SP_type ! Contains a unique code of situational problems

integer max_cond ! The number of situational conditions for the current problem
logical requirement ! Satisfaction of situational problem: .false. or .true.

integer  opt_level ! Optimization algorithm: 0- none, 1/2/3
logical  begin_sit
logical  fl_results ! If .true. - flag for end of situation interval end ready results
real*8  t1,t2 I The last time interval where the situational conditions are satisfied
real duration,dt_sit ! Duration of time interval when all conditions are satisfied
real t_problem_total ! Accumulates total durations for the whole simulated period
integer problem_code ! A code of satellite operation related to the situational problem
end map
map
type (SitCond) sit_cond
end map
end union
end type sit_ problem
END MODULE

Fig. Derived types for situational problems compilation
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The sit_problem is a derived type that describes different situational
problems. The UNION statement defines groups of two MAP blocks that describe
the elements of one situational problem. The first MAP block describes the zero
element of the situational problem descriptor, which contains control parameters and
the problem's attributes. The second MAP block allows the inheritance of the
properties of each of the situational conditions in the situational problem. The
Situational solver interprets situational condition attributes according to the
identification code sit_code. Each function corresponding to a given situational
condition interprets the attributes in a specific way corresponding to a corresponding
MAP block.

Design of the computer subroutines for the umbra/sunlit situational
conditions

Two computer subroutine functions Sit_ 78 and Sit_ 79 have been
developed to check if the satellite is in the shadow or in the sunlight zone respectively
(Appendix A). The subroutines are realized in the Fortran language. When carrying
out a situational analysis, which is related to the simulation of multi-satellite systems,
some tasks refer to observations in the Earth's shadow and others to observations in
the sunlit zone. Some calculations about the geometry of the shadow are the same
for all satellites. For this reason, the subroutine named Preliminary_Calculations
is added to increase computational efficiency. It performs these common calculations
related to the umbra and light zone, which depend only on the Sun-Earth distance-
the height of the conical shadow of the Earth Hg.(expression (3)), analogous quantity
Hg and some others. This subroutine, as well as the Sit__78, is an additional entry
point to the Sit_79 subroutine. The results of the calculations in
Preliminary_Calculations are contained in static local variables that are available
within the Sit__79 and Sit__ 78 subroutines. When these subroutines are used within
the parallel processor for situational analysis (Atanassov, 2016), these variables are
common to all computational threads. Some variables (described in operator
“automatic”) need to be declared as dynamic to be in the local memory for each
thread. The calculations for different situational tasks are not influenced by each
other. Besides, the code equal to the two subroutines Sit__ 79 and Sit_ 78 is
differentiated within the internal subroutine If_flag. This subroutine has control
functions for the situation analysis processor and calculates the values of the
variables specific for each situational condition stored in a generic structured
variable SitCond (Appendix A). The approach allows situational conditions’
subroutines to be reentrant and protected when multi-thread parallelization is
applied. If_Flag internal function operates with the dummy arguments of Sit_ 78
and Sit__79 functions.

The main purpose of the subroutines Sit__79 is to check the feasibility of
the relevant conditions. The first check through operator al:lF is related to
inequality (4). This check expresses the necessary condition to seek a satellite in the
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Earth’s umbra. If the necessary condition is fulfilled, then distances S'S" and S'S
according to the expressions (5) and (6) are calculated. Let us recall that when
calculating S'S”, preliminary calculations performed in the subroutine
Preliminary_Calculations are used. Checking whether the satellite is in the umbra
is performed in the operator a2:1F. If the satellite is not in the umbra, the operator
a3:1F checks based on the expressions (6) and (9) whether it is in the penumbra
(checking with the al:1F operator doesn't guarantee either shadow or penumbra).

Subroutine Sit__78 deals with the light zone analogously to Sit__79. The
quantity Hg (analogous to the height of the Earth’s umbra Hg) is presented by
expression (7) and calculated in subroutine Preliminary_Calculations as variable
H_penu. The a5:1F operator checks the necessary condition (8). The operator a6:1F
checks whether the satellite is in the light zone. The operator a7:1F checks based on
expressions (5) and (6) whether it is also in the penumbra (regardless of the condition
(8)) in case it is not in the light zone.

The determination of the time intervals, when conditions are met, is
performed by the internal subroutine If-Flag. The interval begins when the value of
the condition changes from false to true. The end of the interval is taken to be the
moment when the value of the situational condition changes from true to false.

Conclusion and outlook

Situational conditions related to the models of both, the Earth’s shadow and
the lit zone are examples of conditions participating in several different situational
problems. Such situational problems arise from numerous scientific problems and
involve the use of data from diverse instruments located on satellites, either of one
or more space missions. The attention is directed to using these models in the frame
of Situational Analysis Solver in the analysis of multi-satellite space missions.

Performing an analysis related to solving a large number of situational
problems, each with several conditions can be time-consuming. Apart from the
computational models’ optimization of the situational conditions and the application
of parallel calculations, the search and research for optimization methods of the
situational analysis are an interesting challenge and necessary continuation of the
work.
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Appendix A. Source code of the subroutines checking the situational conditions

1 Sit__78: conic shadow, checks if the satellite is in the sunlit zone, out of umbra
I Sit__79: conic shadow, checks if the satellite is in the penumbra
! Preliminary_Calculations : common for all satellites
! If_Flag : internal subroutine
Dist_sun - Sun-Earth distance

H_shad — a height of the conical shadow of the Earth

Re — radius of the Earth

Rm_sun- solar radius

r_sat — modulus of the radius vector of satellite in GeKS
FUNCTION  Sit__79 (t,dt,xv,umbra,penumbra,fl_rezults,duration,begin_sit,dt_sit,t12)
USE DFlib

logical Sit__79,Sit__78,umbra,penumbra,fl_rezults, begin_sit

real duration, 112*8(2,3)
real*8 t,dt,xv(3)

real*8 r_sat

real*8  Re/6378.D3/,Rm_Sun/695510.D3/ ! [m] /1.D9/
real*8 S1S2,S1S,SpSss,SpS
real*8  H_shad, H_penu, D_shad, D_penu, cos_OhOeTel, cos_OhOeTe2

real*8 rS,rsun(3)
common /cSun_vek/rS,rSun ! Modulus of vector and directional cosines
logical flag
automatic flag,S152,S1S3,S1S,SpSss,SpS,cos_0hOeS
rsat = SQRT(xv(1)**2 + xv(2)**2 + xv(3)**2) ! |radius - vector| of the satellite - modulus

cos_OhOeS= -(xv(1)*rSun(1) +xv(2)*rSun(2) + xv(3)*rSun(3) )/(r_sat) !- from scalar product
al:lF(cos_OhOeS.GT.cos_OhOeTe2) THEN ! It makes sense to check for umbra
S1S2= D_shad*(H_shad - r_sat*cos_OhOeS )
S1S =r_sat*SQRT((1.DO0 - cos_0OhOeS)*(1.D0 + cos_OhOeS));
a2:1F(S1S.LE.S1S2) THEN ! The satellite is in umbra
flag=.true.; umbra=.true.
ELSE ! The satellite is in penumbra eventually
flag=.false.;
S1S3= D_penu*(H_penu + r_sat*cos_OhOeS )
a3:1F(S1S.LT.S1S3) THEN ! Checking for penumbra
penumbra=.true.;
ELSE
penumbra=.false.

ENDIF a3
ENDIF a2
ELSE ! No sense to check in the sunlit zone
flag=.false.
ENDIF al

CALL If_Flag(Sit__79)
RETURN
ENTRY Sit__78(t,dt,xv,umbra,penumbra,fl_rezults,duration,begin_sit,dt_sit,t12)

rsat = SQRT(xv(1)**2 + xv(2)**2 + xv(3)**2) ! |radius - vector| of satellite - modulus

cos_OhOeS= -(xv(1)*rSun(1) +xv(2)*rSun(2) + xv(3)*rSun(3) )/(r_sat) !- from scalar product

a5:1F(-cos_OhOeS.GT.cos_OhOeTel) THEN ! The satellite is in sunlit zone
flag=.true.
ELSE ! No sense to check about umbra and penumbra
S1S3=D_penu*(H_penu + r_sat*cos_OhOQeS )
S1S =r_sat*SQRT((1.DO0 - cos_OhOeS)*(1.D0 + cos_OhOeS))
a6:1F(S1S.GE.S1S3) THEN ! Satellite is in sunlit zone!!!
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flag=.true.
ELSE ! the satellite is in penumbra eventually
flag=.false.
S1S2= D_shad*(H_shad - r_sat*cos_OhOeS)
a7:1F(S1S.GT.S1S2) THEN ! Checking for penumbra
penumbra=.true.; umbra=.false. ; flag=.false.
ELSE ! outside the penumbra

penumbra=.false.; umbra=.true. ; flag=.false.

ENDIF a7,
ENDIF a6
ENDIF a5

CALL If_Flag(Sit__78)
RETURN
ENTRY Preliminary_Calculations()

H_shad= Re*rS/(Rm_Sun - Re); cos_OhOeTe2= Re/H_shad

H_penu= Re*rS/(Rm_Sun + Re); cos_OhOeTel= Re/H_penu

D_shad= Re/SQRT((H_shad - Re)*(H_shad + Re))
D_penu= Re/SQRT((H_penu - Re)*(H_penu + Re))

RETURN
CONTAINS
SUBROUTINE If_Flag(Sit_cod)
Logical Sit_cod

IF(flag) THEN
IF(.NOT.begin_sit) THEN ! Beginning of the interval
begin_sit=.true.
t12(1,1)=t ! stores the start time
dt_sit=.0; fl_rezults=.false.
ELSE
t12(2,1)=t !stores the final time
ENDIF
dt_sit=dt_sit + dt;
Sit__cod=.true. ;
ELSE ! Satellite isn't visible
IF(begin_sit) THEN ! the situational interval continues
duration= dt_sit - dt; fl_rezults=.true.

dt_sit=.0; begin_sit=.false.
ELSE
duration=.0;
ENDIF
Sit_cod=.false.
ENDIF

END SUBROUTINE If_Flag
END FUNCTION Sit__79
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PA3PABOTKA CUTYAIIMOHHBIX YCJIOBHUIA U IO AITPOTPAMM
JJIAA MAPAJIJIEJIBHOT'O BBIYMCJIIMTEJIBHOTI'O UHCTPYMEHTA
CUTYALHUOHHOI'O AHAJIN3A C UCITIOJIB30OBAHUEM
KOHMYECKOMN MOJIEJIA TEHU 3EMJIA

A. Amanacoe

AHHOTALIMSA

Ilorick oNTHMAaNBHBIX BPEMEHHBIX WHTEPBAJIOB BBITIOTHEHUS OIIEPAITHA
CITyTHUKOB OCHOBaH Ha TPOBEPKE KOHKPETHBIX YCIOBHH T€OMETPUUYECKOTO WU
¢u3nyecKoro xapakTepa. B CHUTyallMOHHOHM 3ajaye COYETAOTCS HECKOJIBKO
ycioBuil. [y pemieHus] pa3inyHBIX CHTYallMOHHBIX 3a7a4 HEOOXOJMMO 3apaHee
pa3paboTaTh NpPOrpaMMHBIE KOJBI JUIsi MPOBEPKH Pa3IUYHBIX CHUTYAI[MOHHBIX
ycioBuid. [IpeacTaBieHsl ABa CHUTYalIMOHHBIX YCIIOBUS JUISI ONPEACIICHUS TOTO,
HaxOJUTCA JU CIIyTHUK B OCBEUICHHOM COJIHLIEM 30H€ WJIM B TE€HU HA OCHOBE
KOHUYECKHX MOojelieli 3eMHOH TeHu. BBosaTCs He0OX0uMble (HO HE IOCTaTOYHBIC)
YCJIOBHSI IS HAXOXACHHS CIYTHUKA COOTBETCTBEHHO B TE€HW WM OCBEIICHHOM
COJIHIIEM 30HE€ YIPOILIAIOIIME PacueThl W IOBBIIIAIOT BBIYUCIUTEIBHYIO 3¢-
(beKTUBHOCTD Ui OOJbIIEH 4YacTh OpPOWUTHI CIYyTHWUKA. 3aqadyd C OJHHM HIIH
HECKOJILKIMH YCJIOBHSIMH PEIIAIOTCSI C TIOMOIIBIO pa3paboTaHHOTO MapaljIeIbHOTO
permaTens Ui CUTYyallHOHHOTO aHaIM3a. Y CJIOBUS IMPOBEPKH MOJIOKCHUS CITyTHAKA
OTHOCUTEIBHO TEHH 3€MJIM MOLYT COYETaTbCsl C JIPYTUMHU CHUTYal[MOHHBIMHU
YCJIOBHSIMHU.
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Abstract

Threats posed by counterspace capabilities are directed against space systems, their
supporting ground infrastructure, and data links between space systems and ground infrastructure.
Space countermeasures include direct attack and co-orbital anti-satellite systems, cyber attacks,
electronic warfare and directed energy. Earth, as seen from space, is a key visual element in planning
operations. This necessitates a careful selection of continuous review of certain areas of operational
and strategic interest. Satellite coverage planning covers the entire process, from the idea of a new
satellite system to final in-orbit testing. It is a multidisciplinary activity that ranges from defining the
areas of interest in the relevant geographic areas, designing the appropriate orbit, and arriving at the
determination of the necessary sensors that will meet the mission ’s need.

Introduction

The modern security environment requires more and more complete
interaction between the types of armed forces and the branches of troops, based on
a unified information space, which creates conditions for situational awareness and
information superiority. This cannot be achieved without adequate infrastructure,
mobile and secure logistics, command and control systems, communications,
computers, cyber defense, combat systems, and intelligence (the result of
surveillance and intelligence combined with other data), surveillance and
intelligence (collection of data to solve a specific military issue) {C6ISR},
electronic warfare, drones that are directly dependent on continuous
communication with satellites orbiting in outer space.

Depending on their purpose, the missions of some satellites require
continuous coverage of a certain area of the Earth or the ability to communicate
simultaneously with any point on the Earth. Given the shape of the Earth, it is clear
that a single satellite cannot provide simultaneous communication with every point.
This requires the satellites to be placed in the same or different orbits to provide the
necessary coverage. For this reason, it is very important to correctly determine the
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coverage of each individual satellite. The most famous example is the Global
Positioning System (GPS), whose mission requires that every point on Earth be
visible to at least four GPS satellites at any given time. To ensure the mission, the
GPS constellation contains 24 satellites working together to provide continuous
coverage of the world. Placing satellites in a higher orbit requires a larger launch
vehicle and greater cost. However, the height of the orbit essentially depends on
how much of the earth's surface the satellite's sensors can cover. Logically, the
higher the orbit, the larger the total area the corresponding satellite can cover. A
satellite's field of view is defined as the cone of visibility for a particular sensor.
Depending on the field of view of the satellite and the height of its orbit, the total
area of the earth's surface that is constantly covered is determined as the
corresponding linear width or diameter of this area is called coverage width (Fig. 1)
[1-2].

%

Fig. 1. Coverage on Earth’s surface (swath width)

Depending on the desired coverage of the Earth, necessary for the
implementation of the set mission of the satellite, the main elements of the orbit in
which it will be placed are determined. For example, if the satellite is to survey the
entire surface during the mission, it needs a near-polar inclination of about 90°.
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Geometry of satellite coverage

Satellite coverage depends on and can be calculated from the following
satellite orbital parameters (Fig. 2) [3]:

- perigee;

- apogee;

- extreme northern latitude (for Bulgaria - the mouth of Timok in the
Danube River, Vidin region, coordinates 44.214555°N and 22.67459°E);

- extreme southern latitude (for Bulgaria — Veikata mountain, Kardzhali
region, 41.236022°N and 25.288167°E);

- true anomaly;

- latitude of the satellite;

- nadir (na) (Nadir is a term used to designate a point on the celestial
sphere opposite the zenith, or more precisely, the point with a slope of —90°,
located in the direction "down" from the observer);

- central angle of the Earth (ca);

- elevation angle (ea);

- slope range (sr);

- geocentric radius of the satellite (RS =Re + H; )

Fig. 2. Coverage geometry of a satellite orbiting a spherical planet with a nadir-pointing
conical sensor
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The relationship between the nadir, central angle, and elevation angle can
be written as follows:

(1) na-+ca+ea=90°;

2 sr.cos(ea) = R, sin(ca);

3) sr.sin(na) = R sin(ca);
Therefore:

4 na, = arcsin[&}
RS

The nadir, central angle, and elevation angle can also be represented as a
function of slope range sr:

2 p2
(5) na:arcco{ R —Re L j;

2.5r.R, 2_F\’S
RZ +R2 —sr
(6) ca =arccos————&t——;
2.51.Rg
2 2
(7 ea=arcsin ﬁ+ ol .
2srRe  2Rg

The nadir, the central angle, and the slope range can also be represented as
a function of the elevation angle:

(8) na= arcsin{% cos(ea)];

S

9) ca= arcco{% cos(ea)j —eq;
S

(10)  sr= \/Rf — RZ cos? (ea) — R sin(ea);

The relationship between the central angle, the elevation angle, and the
slope range can be represented as a function of the nadir:

(11) ca= arcsin[%sin(na)j -ng;

E
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(12) ea= arcco{%sin(na));

E

(13)  sr =R, cos(na)— \/Ré —RZsin?(na).

The relationship between the nadir, elevation angle, and slope range as a
function of the central angle can be represented as follows:

(14) na= arcsin[—RE sin(ca) j;
sr
(15) ea = arctan M .
R, sin(ca)

(16)  sr=+/R?—RZ — 2R R, cos(ca).

The width of coverage (sw) can be calculated as follows:

(17) sw=2Rg.ca;

The observed land surface percentage under these conditions
50(1 - cos(ca)), and the covered surface (SA):

(18)  SA=2RZ(1- cos(ca)).

Results

is

The calculation sequence is presented in Fig. 3, and the results are in

Tables 1, 2, 3 and 4.

Constants
- gravitational constant - Earth, Moon, Sun;

perigee and

Orbital elements

- earth inertial rotation rate, equatorial radius,
flattening factor, oblateness gravity coefficient,

apogee radii

astronomical unit.
Satellite position

perigee| apogee|extreme northern latitude|

» geodetic coordinates of

»  Switch cases

extreme southern latitude| true anomaly|
satellite latitude.

perigee and apogee

|

l

Coverage parameter?

% Coverage area ‘

Fig.3. Calculation sequence
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Table 1. Calculation results -1

Input data Output data
o satellite altitude - 3621.8637 km;
v' semimajor axis -10000 km; e nadir - 39.2762°
v’ inclination - 0°; e central angle - 43.7238°;
v satellite's pc_)sition - extreme e slantrange - 6963.7324 km;
northern latitude; ) e coverage area - 70884025.0530 km? =
v’ coverage constraint - elevation 13.8660 %:
angle = 7°. o view latitude 1— (- 43.7238°);
e view latitude 2 — (43.7238°);
o distance of arc - 4867.3099 km;
e true anomaly — 0°.
Table 2. Calculation results -2
Input data Output data
v/ semimajor axis -10000 km; e satellite altitude - 3627.2203km;
v inclination — 30°; e nadir - 39.2762°
v satellite's position - extreme | ¢ central angle - 43.7238°;
northern latitude; e slant range - 6963.7324 km;
v coverage constraint - elevation | coverage area - 70884025.0530 km? =
angle = 7°. 13.8660 %;
e view latitude 1 - (-13.7238%);
e view latitude 2 — (73.7238°);
o distance of arc - 4867.3099 km;
e true anomaly — 90°.
Table 3. Calculation results -3
Input data Output data
V' semimajor axis -10000 km; o satellite altitude - 3637.9127 km;
v"inclination — 60°; e nadir - 39.2762°
v' satellite's position - extreme | ¢ central angle - 43.7238°;
northern latitude; ~ | e slant range - 6963.7324 km;
4 coverage constraint - elevation e coverage area - 70884025.0530 km?2 =
angle = 7°. 13.8660 %;
e view latitude 1 - (16.2762°);
e view latitude 2 — (76.2762°);
e distance of arc - 4867.3099 km;
e true anomaly — 90°;
e view latitude is over the pole.
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Table 4. Calculation results -4

Input data Output data
semimajor axis -17893 km; satellite altitude - 11514.8637 km;
inclination — 0°; nadir - 20.7201°;
satellite’'s position - extreme central angle - 62.2799°;
northern latitude; slant range - 15958.3818 km;

v coverage constraint - elevation coverage area - 136709100.0687 km? =
angle = 7° 26.7424 %;

view latitude 1 — (-62.27999);

view latitude 2 — (62.2799°);

distance of arc - 6932.9668 km;

true anomaly — 0°.

ANANEN

Conclusions

There are many factors that influence the coverage of a satellite or
constellation of satellites. Of primary importance is the ability to steadily collect
images depending on the elements of the orbit. Most moderate and low-resolution
sensors possess an intelligence plan that covers the globe in a regular and repeating
pattern of activity. Information assurance for military operations requires
constellations of satellites to achieve global coverage at moderately high
resolution. Current orbital plan requirements for individual satellites provide high-
resolution coverage that does not affect active imaging. Even if the sensors are
constantly switched on and transmit data, it is possible that the optical images are
unusable over areas with dense clouds covering them. Unlike commercial targets,
where there is less interest in much of the global south, for military targets, all parts
of the earth's surface are of real interest. This places various increased demands on
the sensor's ability to collect imagery over a given area. A satellite can carry a suite
of sensors and collect images from space, just like drones, aerostats, and aircraft,
but they do it from a much lower altitude. Satellites provide high temporal
resolution over large areas of the Earth's surface, periodically collecting
information over a specific area, depending on orbit and satellite coverage over a
very long period of time, which sets the stage for large-scale reconnaissance. At the
same time, airborne vehicles provide images with very high resolution - up to 1 cm
per pixel. This makes them suitable when a specific task is to be performed.
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OINIPEAEJISSHE XAPAKTEPUCTUKHUTE HA IOKPUTHUETO
HA CATEJIUT B OKOJIO3EMHA OPBUTA

A. Mapunos

Pe3rome

B 3aBucumoct ot MNpeAHaA3HAYCHUCTO CH, MUCUHUTC Ha HAKOU CII'bTHUIIN
M3UCKBAT HENPEKBCHATO IIOKPUTHE HA OIpeaesieH palioH oT 3eMsra MWIH
BB3MOKHOCT 3a €JHOBPEMEHHA KOMYHHKAIUA C BCSIKa TOYKA Ha 3emsra. [Ipeasun
¢dopmara Ha 3emsTa € SICHO, Ye eJUH CAaTeTUT He MOXKE Ja OCHT'YPH €JHOBpPEMEHHA
KOMYHHUKALIMSI C BCAKA TOYKA. ToBa Hajara CObTHULIUTE 114 ObIaT pasMoNOKEHN Ha
€IHAKBU WIH Pa3MYHA OPOWTH, 3a J1a OCUTYpPAT HEOOXOIUMOTO MOKpPHUTHE.
Hopa,un Ta3u HpI/I‘-II/IHa € MHOT'O BaXXHO Ja C€ onpeaenn HpaBI/IJ'IHO HOKpI/ITI/ICTO Ha
BCCKU OTACJICH CIIbTHHUK. B HacTosdIlara craTusa € onpez[eneHo HOKpI/ITI/ICTO Ha
caTeNuT B OKOJIO3EMHA OpOWTa, KaTo € B3eTa MPEeABH KpaifHa ceBepHa IMIUPHUHA U
‘bI'bJIa HA U3JUT'aHC, HA 6a3aTa Ha KOCTO Ca OMNpPCACICHU U XAaPAKTCPUCTUKUTEC Ha
IIOKPUTHETO.
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Abstract: The reasons for the appearance of small satellites have been revealed.
The evolution of the military and civilian small satellites created in the 21st century for surveillance
and intelligence, including dual-purpose ones, is reviewed. Three groups of tasks solved by small
observation satellites are defined - applied, technological, and scientific, as well as their growing
importance and areas of use. The need is substantiated, and steps are proposed in the Republic of
Bulgaria, respectively in SRTI-BAS, to activate the activity of creating and using small satellites for
observation for the needs of the economy, ecology, humanitarian, and other areas.

Introduction

The modern development of world cosmonautics is inextricably linked to
the use of small space vehicles (SSVs), in the most general case small satellites
(satellites) solving a wide range of tasks of a different nature. For example, 94% of
the number of satellites launched in 2020 are small satellites [1].

At the end of the last century, the Arianespace Company proposed a
conditional classification of small satellites according to their mass, as follows:
minisatellite 500-100 kg; microsatellite 100-10 kg; nanosatellite 10-1 Kg;
picosatellite - under 1 kg. Recently, the mass of picosatellites (0.1-1 kg) has been
refined. With the development of high technologies in the XXI century, the above
classification is supplemented [2] with a new category of MCLA - femtosatellites
with a mass of 10 to 100 grams, implemented on a crystal or in an integrated circuit.

Several reasons can be given for the appearance of small satellites. A large
satellite is created in 2-5 years, while the SSVs take 6-9 months. Therefore, several
small satellites can be prepared for the time of creation of a large satellite.

Small satellites’ relative simplicity and short development time usually
result in lower costs. The shorter time it takes to create small satellites allows them
to be renewed when they are in low Earth orbit (LEO) because the term of their
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operation in space is significantly shorter (from one to several years) than that of
large satellites. This also allows for the periodic introduction of new technologies.

The cost of creating a small satellite (for example, a nanosatellite) and
putting it into Earth orbit is significantly less than that of a large satellite.
For example, the Maxar company's 2,500 kg WorldView-4 commercial
optoelectronic observation (OEO) satellite costs $850 million to build and launch,
while the cost to build and launch a nanosatellite is in the hundreds of thousands or
tens of thousands of dollars.

The increasingly high degree of miniaturization of electronic elements,
reduced electrical consumption, advances in mechanical systems, batteries, and
sensors are also prerequisites for creating and efficiently using small satellites.

The rapid development of the element base of small satellites predetermines
their commercial use now and in the future.

In modern conditions, the leading space countries are increasingly launching
SSVs, whose mass does not exceed 10 Kkg, into Earth orbit.
An important role in this is played by the "CubeSat" standard (Cube Satellite - cubic
satellite, CubSat), by which these miniature satellites with a modular cubic shape -
mainly nanosatellites and picosatellites - are built. More specifically, the "CubeSat"
standard (Fig. 1) was created in 1999 by scientists and specialists at the Stanford and
California Universities in the USA to provide the possibility of launching small
payloads (PL) into space.

In the "CubeSat" standard, several sizes of satellites are defined, the smallest
of which is denoted by 1U (from unit) and has the shape of a cube with an edge of
10 cm. Specifically, the "CubeSat" standard is a format of small satellites for space
exploration, having dimensions of 10x10x10 cm and a mass of no more than
1.33 kg.

The "CubeSat" standard allows the unification of two or three cubes in the
composition of one satellite with designations 2U and 3U, respectively, having
dimensions of 10x10x20 cm and 10x10x30 cm, respectively. Currently, links from
nanosatellites and picosatellites are increasingly being launched into Earth orbit,
respectively, according to the standards "CubeSat 6U", "CubeSat 12U" and
"CubeSat 16U".

Fig. 1. General view of a small satellite of the "CubeSat" standard
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After the emergence of the "CubeSat" standard, the even smaller
"PocketCube™ format appears with a mass of up to 250 grams and dimensions of
5x5x5 cm, and this size is designated as 1p.

Structurally, the satellite, according to the "CubeSat" standard, is an
aluminum skeleton (Fig. 1), inside which the following elements are most often
placed: PT; central processing unit; antenna-feeder devices; radio channel; power
system including battery and charge controller; solar cells (surface or dissolving);
satellite positioning system; satellite position correction system.

The CubeSat standard satellite is placed in a specialized container, usually
located in the corresponding launch vehicle (LV). To launch the nanosatellite into
Earth orbit, it is placed in a so-called "deployment device", which is a rectangular
container. In this container, attached to the LV, the satellites of the "CubeSat"
standard are placed.

CubeSat small satellites are currently launched into Earth orbit by the
dozens, even over 100 SSVs at a time, either via RNs or aboard manned or automated
cargo spacecraft (SC) and the International Space Station (ISS).

Problem status and research area

At the current stage, creating nanosatellites according to the "CubeSat"
standard is significantly easier compared to the recent past, but putting them into
orbit around the Earth is not within the power of the creators of these satellites alone.
The delivery of nanosatellites into space requires the conclusion of a contract with
a licensed rocket and space organization (NASA, ESA, Roskosmos, etc.).

The evolution of SSVs over the last ten years is closely related to the main
producers of nanosatellite constellations in the USA - the private companies "Planet
Labs" and "Spaceflight Industries”. As a typical example of a satellite with a mass
not exceeding 10 kg, a nanosatellite from the "Dove" series of the American private
company "Planet Labs" can be cited (Fig. 2.).

Fig. 2. General view of a Dove-series nanosatellite in space flight
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These nanosatellites were used in the second decade of the XXI century; the
mass of each of them is 4.7 kg, and the spatial resolution of the received images is
3.7 m in four spectral channels. (no panchromatic channel). Each of the "Dove"
series nanosatellites is equipped with a telescope, digital camera, and software to
image different areas of the Earth. They are intended for operational monitoring of
deforestation, agricultural territories, harvests, urbanization processes, natural
disasters, etc. Their term of active existence is three years. The nanosatellites of the
"Dove" series, put into orbit with American and Russian RNs in 2013, provide
images from heights of 250 - 580 km, and the dimensions at their launch are
10x10x32 cm (CubeSat 3U).

Since early 2014, Planet Labs has begun deploying an orbital configuration
of first-generation Flock nanosatellites, using the Dove series nanosatellites as their
prototypes. Nanosatellites of the "Flock-1" series are built according to the "CubeSat
3U" standard and do not have propulsion units (RU). They are characterized by a
mass of 4 kg, dimensions of 10x10x30 cm (length, width, and height), an orbit height
of 400 km, an inclination a=52°, a spatial resolution of 3-5 m, and a period of active
existence of 2 years. In the following years of the second decade of the 21st century,
the company "Planet Labs" continues to simultaneously launch dozens of
nanosatellites of the "Flock-2", "Flock-3" and "Flock-4" series. Thanks to their low
cost and the high efficiency of obtaining the data, these KLA are highly suitable for
monitoring the environment, crops, forest areas, and emergencies.

By creating a Flock constellation of nanosatellites, Planet Labs intends to
obtain operational images from any region of the globe to solve humanitarian,
environmental, and commercial tasks. At the same time, the evolution of generations
of nanosatellites from the "Flock™ family takes place very quickly - practically in a
few months. As a result, based on nanosatellites of the "Dove" series, a unique
constellation of several hundred MCLAs of the "Flock" series was built, flying in a
sun-synchronous orbit (SSO) and providing for one-day imaging of more than
200 million km? of the earth's (sea) surface. By 2021, the number of Flock series
nanosatellites is approaching 400.

As a result of the modernization of the "Doves/Flock" series nanosatellites,
36 "SuperDoves Flock 4u 1/36" nanosatellites were also included among
the 114 SSVs launched by the USA on 01/03/2023 in Earth orbit with the "Falcon-
O9FT Block-5" launch vehicle" according to the standard "CubeSat 3U" of the
company “Planet Labs."”, each of which has a mass of 5 kg. These nanosatellites
include a telescope and a CCD-sensor camera in their onboard equipment, providing
8-band multispectral imaging and obtaining images with a spatial resolution of up to
50 cm/pixel.

In April 2017, the American multinational company "Google" acquired a
stake in the company "Planet Labs" and concluded a multi-year agreement for the
purchase of images from the "SkySat" satellites. The "SkySat" family of satellites
serves to monitor the Earth's surface in the optical range with sub-meter spatial
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resolution and are dual-purpose. They are based on the "CubeSat" concept, but in
size and mass exceed those of the "CubeSat 3U" standard (Fig. 3). Their length is
about 80 cm, and the mass is not less than 100 kg. Their onboard equipment includes
panchromatic, multispectral, and video sensors, with a spatial resolution of 0.9 m,
2 min four areas of the spectrum and 1.1 m, respectively. For the period 2013-2022,
21 mini-satellites of the "SkySat" family, located in four orbital planes, were
launched into Earth orbit.

Fig. 3. General view of the "SkySat-1" optoelectronic observation minisatellite

With the help of these minisatellites, monitoring is carried out in the
economic and humanitarian fields.

Another well-known American private operator for the production of small
satellites is the company "Spaceflight Industries”, whose microsatellites for the UEN
"Black Sky" (Fig. 4.) have a mass of 55 kg and a period of operation of 3 years.
Through these dual-purpose microsatellites, optical images are obtained initially
with a spatial resolution of 50-90 cm from an orbit height of 430 km and an
inclination 0=42°, and later, the spatial resolution reaches up to 30 cm per pixel.
As of March 2023, their orbital constellation includes 16 satellites.

Fig. 4. General view of the Black Sky optoelectronic surveillance microsatellite
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According to mass media (mass media), the orbital configuration of the
Black Sky SSVs is characterized by the highest frequency of reshooting in the world
- 15 times a day. The number of these satellites for the UN is expected to reach
60 SSVs. Monitoring in the economic and humanitarian fields is also carried out with
the help of the OEO microsatellites of the Black Sky family.

Along with the discussed small satellites with civil and/or dual purposes,
since the 90s of the 20th century and the first decade of the 21st century, the Pentagon
has been creating and launching into Earth orbit experimental SSVs, based on which
to build space systems with small satellites with a tactical purpose. The management
of the program is entrusted to the "ORS" (Operationally Responsive Space Office)
management, and the developed "ORS" program aims to accelerate the
implementation of innovative technical solutions to shorten the terms for developing
and putting tactical KLA into orbit. As of 2012, within the framework of the ORS
program and platform, two mini-satellites for tactical optoelectronic reconnaissance
(OER) - TacSat-3 and ORS-1 - have been launched into orbit and are in use. More
specifically, the TacSat-3 tactical air defense system is equipped with two
optoelectronic cameras - hyperspectral and panchromatic. At the same time, the
hyperspectral camera allows the detection of masked and hard-to-detect ground
objects in the infrared part of the spectrum, and the panchromatic camera is
characterized by a maximum image resolution of 1 m in the visible part of the
spectrum, which ensures the detection and identification of tactical targets.

Another system for tactical OER is "Kestrel Eye", which includes dozens of
small satellites of the same name. According to [3], an orbital configuration of 40
microsatellites of the system can provide the relevant battlefield commander with an
interval of 10 minutes and fewer images of the areas of interest with a spatial
resolution of 1.5 m in panchromatic mode. The main merits of the MKLA of the
"Kestrel Eye" series are their small mass (50 kg), compact dimensions, low cost, and
the ability to provide images of the battlefield on mobile devices of servicemen in
real-time scale (RTS). The "Kestrel Eye" project was stopped in 2018 at the
"prototype" stage, and three new programs were launched on its basis - "Gunsmoke",
"Lonestar", and "Polaris". In this way, the efforts to develop new MCLAs for the
OEO on the battlefield in the Russian Federation continue.

For observation from space of land and sea objects in any weather and day
conditions, the most suitable are the MKLA with on-board radar stations (BRLS)
with a synthesized aperture (SA) for radar surveillance (RLN) and radar
reconnaissance (RLS). Among them, the American minisatellites and microsatellites
for the "Capella” and "Umbra" RLSs, as well as the Finnish microsatellites for the
"ICEYE" RLD, stand out at the moment. The listed SSVs are dual-purpose.

The American company "Capella Space" realized its intention to replace the
traditional heavy and expensive satellites for air defense and anti-aircraft defense,
equipped with radar SA (for example, "Lacrosse™) with significantly smaller mass
and dimensions MKLA with a relatively low value. For this purpose, the space radar
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system of the Capella Space company was created, solving the tasks of ensuring a
high periodicity of observation from space and operational delivery of the relevant
radar images to users, primarily in the interest of defense and security. This is
realized with a phased deployment of an orbital configuration consisting of
36 satellites equipped with a SA radar, which is why the considered space radar
system acquires the name "Capella 36", as well as through the possibility of
"retargeting” the corresponding satellite with a high-speed SA radar from one
shooting object to another object. The beginning of operational use of the Capella 36
space radar system was laid in August 2020, when the Capella 2 satellite with a SA
radar with a mass of 107 kg was launched into an Earth orbit at an altitude of
525 km (Fig. 5). In the period January 2021 - January 2022, the "Capella 3, 4, 5, 6,
7 and 8" satellites, which are in operational use, enter Earth orbit. The satellites’ orbit
inclination (0=45°) provides high-frequency monitoring of the Middle East, DPRK,
PRC, Japan, and USA regions.

The Capella 36 space radar system allows for obtaining radar images with a
spatial resolution of 50 cm. According to SMI, the system can also provide a spatial
resolution of 25 cm, but American legislation currently blocks this possibility.

Capella Space is the first commercial operator of SAR satellite imagery in
the United States. It is assumed that with its full orbital configuration of 36 satellites
(expected by the end of 2023), it is possible to obtain a radar image of any part of
the Earth at an interval of no more than one hour.

Fig. 5. General view of the Capella 2 radar surveillance satellite (Sequoia)

The American company "Umbra Lab" is creating and launching into Earth
orbit a constellation of commercial microsatellites "Umbra", with surface-to-air
radar (SAR) operating in the X-band. As of June 2023, three "Umbra" microsatellites
with a 70 kg SAR have been launched into Earth orbit, which are dual-purpose. In
2018, this company received a license for permission for a spatial resolution of
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25 cm per pixel from the satellites of the same name flying on the SSO at an altitude
of 515 km and plans to increase the spatial resolution of radar images to 15 cm per
pixel.

The Finnish start-up company "ICEYE" is creating a constellation of
"ICEYE" series microsatellites equipped with X-band SA radars. The orbital
configuration created by the SSVs mentioned above is intended for the RLS of the
Earth, and the resulting radar images have a spatial resolution better than 1 m and
are dual-purpose. After the first launch into Earth orbit on 12.01.2018 of a
microsatellite with a mass of less than 100 kg, as of January 2023, the orbital
configuration of microsatellites of the "ICEYE" series includes more than 20 SSVs.

Research method

The analysis of crises and conflicts in the 21st century from the point of view
of their information provision shows that the military mentioned above and civilian
SSVs, including dual-purpose ones, successfully complement the strategic space
systems for OEE and RLR of the USA, Russia, China, and other leading space states,
because the latter provides no more than 30% of the entire volume of intelligence-
related information [3].

The theory of systems analysis is a major method of studying the modern
use of small satellites for observation.

The analysis of the experience of using SSVs for observation in the XXI
century for various applications and their creation concepts shows that the
corresponding small satellites can be successfully used to solve mainly three groups
of tasks (Fig. 6) - applied, technological, and scientific.

The tasks that the MKLA applies for surveillance can, in turn, be divided
into three subgroups - military, civil, and educational.

GROUPS OF OBSERVATION TASKS
SOLVED BY THE SMALL SATELLITES

h 4

A A 4
Applied tasks: Technological tasks: Scientific tasks:
- Military; Working out: In the area of:
- Civil, including dual | |- New Technologies in Space;| [- Space physics;
purpose; - New ways to launch small - Remote sensing of the Earth;
- Educational. satellites into Earth orbit. - Space biology;
- Astronomy;
- Astrophysics, etc.

Fig. 6. Groups of tasks solved by small observation satellites
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The military tasks of SSVs for surveillance as part of the applied ones are
solved by small satellites for tactical OEO and RLS, as well as commercial small
satellites for OEO and dual-purpose RLS.

One of the most important new directions in the development of small
satellites is their use as satellite-inspectors [4, 5], since a significant part of them are
MCLA, as well as for OER [6, 7].

Several innovative military surveillance ICBMs continue to operate [8],
some of which fall into the microsatellite (100-10 kg) and nanosatellite (10-1 kg)
classifications. As noted, the SSVs’ military surveillance tasks are also handled by
commercial small satellites for OEO and dual-purpose RLS. For example, the "Black
Sky" minisatellites for the UN discussed above (Fig. 4), in addition to services for
private companies, also perform tasks in the interests of the Pentagon. Through these
satellites, the US discovered a secret anti-satellite laser weapons test site in China -
specifically, two laser installations in hangars with removable roofs. Through "Black
Sky" satellites, two bases for launching high-altitude balloons in China were
discovered - on Hainan Island and North China.

A major trend in the military space activities of the USA, China, and Russia
at present is the development of multi-satellite systems based on SSVs with different
purposes and the formation of corresponding orbital groupings (OG). Essential
reasons for this are that, according to the Pentagon, large multi-ton satellites (e.g.,
Lacrosse) are vulnerable to the anti-satellite means of a likely adversary and are
economically unprofitable. Against the backdrop of US successes in the use of
commercial small satellites, the country's Ministry of Defense (MoD) is considering
their use [8] within multi-satellite space systems (clusters of small satellites) for
intelligence, communication, and control for early warning of missile attack, for
reconnaissance, as well as for active anti-satellite combat (Fig. 7).

Fig. 7. Orbital grouping of small satellites for military purposes
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The main reasons for this are that, due to the short production time and
relatively low price of SSVs, in the event of a military-political crisis and military
conflict, it is possible to quickly replace them in orbit to launch new ones for specific
tasks, to restore damaged ones, as well as to increase the number of small satellites
on a specific orbit to increase the observation time. In this way, OG can be restored
or improved, increasing the resistance of clusters of small satellites to external
influences. Along with the stated motives, clusters of a significant number of small
satellites provide the necessary periodicity (frequency) in obtaining images,
facilitating decision-makers and shortening the process duration.

To implement the above considerations, the US Space Development Agency
"SDA" (Space Development Agency) of the Ministry of Defense and the Defense
Advanced Research and Projects Agency (DARPA) are developing the "Blackjack™
program, which envisages putting a large number of small satellites into orbit around
the Earth solving various military tasks - from monitoring and communication to
early warning of a missile attack. The program basis is the unification of a single
sensor network of small satellites to perform combat tasks, where each SSV performs
a specific task.

It should be noted that the well-known private satellite operators Black Sky,
Maxar Technologies, and Planet, which have SSVs, entered into a contract in May
2022 with the National Reconnaissance Office (NRO) of the USA for a 10-year
delivery of optoelectronic images from its satellites with ultra-high image resolution.
More specifically, the American company "Maxar Technologies"”, also profiled in
Earth observation, periodically fulfills orders of the American government,
especially the Ministry of Defense, to photograph various crisis and conflict areas

(Fig. 8).

Fig. 8. Image of Russian military equipment involved in the war in Ukraine
in a deployment area, obtained by the company "Maxar Technologies"

Civil surveillance tasks of SSVs as part of applied tasks are broad-spectrum
and are generally aimed at space monitoring in various areas of society's life and
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activity. So, for example, the following tasks are solved with the help of
minisatellites for OEO from the "SkySat" family (Fig. 3): agricultural monitoring,
oil infrastructure monitoring, monitoring of sites from the extractive industry;
monitoring of natural disasters (detection of victims, coordination of rescue
activities, planning of restoration works). Some of the civilian tasks are closely
related to the military tasks and have dual purposes.

The ICEYE series of RLS microsatellites provide an effective toolkit for
land and sea surface observation in thematic areas such as monitoring land, ocean,
and atmosphere; mitigating the consequences of natural disasters and man-made
accidents; ensuring safety and assessing the impacts of climate change in other areas
as well.

The educational tasks solved by the SSVs for observation are aimed at the
student community and, recently also, at the students of the upper classes of high
schools. Along with the cognitive nature and the acquisition of new knowledge, the
creation of empathy for space technology and technology. These tasks also aim to
form the trainee’s practical habits in the construction or assembly of the SSVs. In
this way, for example, students get the opportunity for 1-2 years to participate in the
entire cycle of activities on an actual space project related to the creation and use of
the SSVs.

The technological tasks of the SSVs for observation allow the development
of new technologies in space, the testing of systems and assemblies of rocket-space
technology, including new methods of launching small satellites into Earth orbit
(Fig. 6). At the same time, it is the SSVs that make possible the implementation of
these technologies and approaches, which is impossible for traditional spacecraft
with their mass-dimensional characteristics.

Of the new methods for launching small satellites into Earth orbit, the most
common in recent years are three: through the implementation of the "Air Launch"
program, from a specialized module on board the ISS, from the "SC board for
multiple uses.

Of the modern "Air Launch" programs for putting small satellites into orbit
using aerospace systems, the American "Pegasus" and the related program of the
American company "Virgin Orbit" [9] are functioning. The Virgin Orbit program
continues today, using a new ultralight liquid-propellant rocket.

It should be noted that in 2020, SRTI-BAS developed and adopted a concept
for implementing the "Air Launch" project for launching a small satellite (small
satellites) into Earth orbit from a carrier aircraft (MiG-29 UB) in the conditions of
the Republic of Bulgaria [10-11].

The second method of launching small satellites into Earth orbit was
implemented for the first time with the prototype of the microsatellite for tactical
OEO "Kestrel Eye" located on the ISS since 08/14/2017. After completing the
relevant technological time and preparatory activities, on 10/24/2017, the prototype
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microsatellite "Kestrel Eye" was launched into Earth orbit by the Japanese module
of the ISS, after which its tests began.

In some cases, cosmonauts or astronauts from the ISS, during a planned exit
into open space, manually "launch" small satellites of the "CubeSat" standard into
space.

The third way to launch small satellites into Earth orbit was implemented on
board the X-37B OTV unmanned minishuttle [12], which performed six orbital
missions of increasing duration from 2010 to 2022. According to the press, from the
board of this orbital plane, SSVs with different purposes were taken into open space
under conditions of secrecy.

Currently, the SSVs also solve several other technological tasks for
monitoring.

The scientific tasks solved by the SSVs for observation can be related to
conducting research in the field of space physics, remote studies of the Earth, space
biology, astronomy, astrophysics, etc. (Fig. 6). For this purpose, most satellites of
the "CubeSat" standard include in their PL at least one or two scientific instruments.

Due to its specificity, each of the listed scientific fields imposes its own
requirements on the PL of the SSV. The aspects of using small satellites for
observation are not the only ones discussed.

Conclusion. Need to use small satellites from the Republic of Bulgaria.

In our country, respectively in SRTI-BAS, it is imperative to study and
evaluate the benefits and costs of creating and using small satellites. In case of
positive results, the purpose and areas of their application should be formulated for
the conditions of the Republic of Bulgaria, young and promising staff should be
identified for work on this issue, and their training should be carried out at home
and/or abroad (up to the level of assembly of small satellite), to create the necessary
laboratory base and to accelerate the development of national and international
projects in the various fields of application of small satellites.

Small satellites have become increasingly popular in recent years and
dominate the total number of spacecraft launched into Earth orbit, and this trend is
currently accelerating.
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PA3JIMYHU ACHHEKTHU HA U3IIOJI3BAHETO HA MAJIKHA
CII'bTHUIU 3A HABJIIOJAEHUE HA CbBPEMEHHUA ETAIL

I1. Ilenees

Pesrome

PaskpuTn ca npuunHKUTE 3a Bb3HUKBaHE HAa MaJKUTE CIBTHUIM. Pasrienana
€ eBOJIoNMATa Ha ch3gaBaHuTe Mpe3 XXI| Bek BOCHHM W TPaKIaHCKH MAaJKH
CIIBTHHLIM 3a HaONIOJEHHE M pa3y3HaBaHe, BKIIOYWUTENIHO C ABOMHO IpeIHAa3Ha-
yenue. JledpuHupanu ca Tpu Ipynu 3aJadu, pelIaBaHH OT MANKHUTE CITbTHHIHN 32
HaOJroeHNEe — MPUWIOXKHHU, TEXHOJIOTHYHN M HAyYHH, KAKTO U HApacTBaIlIOTO UM
3HaueHne W cdepu Ha m3non3BaHe. OOOCHOBaHA € HEOOXOAMMOCTTA W Ca Tpe-
noxeHu cThiiku B PenyOnuka bearapus, pecnektuBHo B UHCTHTYTA 32 KOCMUYECKU
n3cjaeaBaHusad U TEXHOJIOTMU KbM anrapCKaTa aKaJicMusl Ha HAYKUTC, Oa CC
aKTHBHMpa ACHHOCTTA MO CH3JaBaHETO M M3IOJI3BAHETO HA MAIKH CITbTHULHU 32
HaOJroneHNe 3a Hy)KIUTE Ha UKOHOMUKATA, EKOJIOTHTa, XyMaHUTapHaTa 1 B APYTH
00JacTH.

50



Bulgarian Academy of Sciences. Space Research and Technology Institute.
Aerospace Research in Bulgaria. 36, 2024, Sofia

DOI: https://doi.org/10.3897/arb.v36.e05

ON THE DELAY OF THE ADDITIONAL MORTALITY
LINKED TO THE GEOMAGNETIC DISTURBANCES

Tsvetan Georgiev, Siyka Simeonova, Luba Dankova®

nstitute of Astronomy and National Astronomical Observatory —
Bulgarian Academy of Sciences
e-mail: tsgeorg@astro.bas.bg

Keywords: Geomagnetic disturbances, Sun- mortality relationship

Abstract

Geomagnetic disturbances, mainly geomagnetic storms (GMSs) but also low-frequency
resonances, touch some people susceptible to cerebrovascular diseases (CVDs). Sometimes, the
geomagnetic effect is overestimated speculatively. Against this concept, we compare the changes of
geomagnetic indexes (GMIs) with the changes of the additional mortality rate (AMR). We compared
employing cross-correlation functions (CCFs) and use the Wolf number (WN) as a referent time
scale. We suspect that strong GMSs, like these in 2003, increase the relative common MR 3-4 years
later by up to 4x105. Otherwise, the typical GMS-linked AMR seems less than 105, Even if these
values are overestimated, generally, they are small. Analyzing data about Bulgaria and five of its
regions for the last Solar cycles, we confirm that the lag of the maxima of the GMS-linked ANR
behind the WN maxima is ~5 years. We also confirm that the lag of the GMSs maxima behind the WN
maximum is 1-2 years. We found that the lag of the maxima of the CVD-linked AMR behind the
maxima of the GMSs is 3-4 years. So, we consider the 5-year lag of the AMR linked to the GMSs
behind the WN maximum appears a sum of two delays mentioned above, 1-2 years and 3—4 years. In
principle, the typical duration of CVDs may be derived if the beginnings are known. In medicine, they
are usually unknown. However, suspecting the GMSs as triggers of a part of the CWD-linked AMR,
we should suppose that these CWDs finish with lethal outcomes after 3-4 years.

Introduction

Usually, the moments of geomagnetic activity are referred to as the time
scale of the Wolf number (WN). The WN W is defined as a relative number of
sunspots. The number and the intensities of the high-energetic solar processes that
affect the Earth correlate with the WN.

The changes of the speed and density of the solar wind (due to the flares
and coronal mass ejections) cause geomagnetic disturbances (GMDs) for up to
several hours. The GMDs, especially the geomagnetic storms (GMSs), affect many
processes on Earth, including human health. The GMDs are characterized by
geomagnetic indexes (GMIs, Section 2). The GMS maxima lags behind the WN
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maxima by 1-2 years ([1], Figs. 17, 19; [2], Figs. 5, 6; [3], Fig. 1; [4], Fig. 3). In
this work the lag of the GMS maxima behind the WN maxima is found to be also
1-2 years, see Figs. 4, right, and 6.

The proton concentration Np above the Earth’s atmosphere is due mainly
to the galactic cosmic rays varies. While the solar activity is high, the solar wind
suppresses the galactic cosmic rays, and Np is low (effect of Forbush). When Np is
high and variable, it creates low-frequency electromagnetic resonances (LFRS) in
the chamber between the Earth’s surface and the ionosphere (Schumann
resonances). When the resonance frequency is very low, 1-2 Hz, it may be
somewhat dangerous for the heart rhythm of some people [5, 6]. The LFR maxima
lag behind the WN maxima, depending on the solar wind intensity, is 4—7 years. It
takes place over and after the WN minima, see Figs. 2a and 6d.

The GMDs are linked to some health outcomes, connected mainly to the
cerebrovascular diseases (CVDs) — coronary heart diseases, myocardial infarction
(M), brain stroke (BS), etc. GMDs are also linked to neurological system diseases,
behavioral diseases, etc. In principle, CVDs cause half of the common mortality
rate (MR) worldwide. However, in this paper, we concentrate on the additional MR
(AMR) caused suggestively by the GMDs.

Usually, the studies concentrate on the correlation between solar activity
and Mls and/or BSs. Many pieces of evidence exist about the negative influence of
GMDs and LFRs on physiological and psychological human health [7-10]. For
example, during days with GMS, the additional BSs and Mls suffer in Moscow,
grow by 7.5% and 13%, respectively. (See the references of the Russian studies in
[11]). It is also established that the GMDs caused by solar magnetic clouds are
related to the increase in MI. The last-mentioned connection is higher than the
GMDs caused by high-speed solar wind streams and on days with quiet
geomagnetic activity [12].

lonosphere and geomagnetic changes influence mortality from circulatory
diseases. The CVDs’ response to the changes in solar activity and abnormal solar
events indirectly influence the concentration of electrical charges in the Earth's
environment [13]. The different patterns in daily numbers of deaths during the
quiet periods of solar activity are examined later. It is shown that there is a
connection between the daily number of deaths and all indices of solar and
geomagnetic activity in periods of low solar activity, in contrast to periods of
strong solar storms [14].

The relationships between GMDs and the time course and lags of
autonomic nervous system responses have been examined in [14]. It is confirmed
that the daily nervous system activity responds to GMDs. The response is initiated
at different times after the changes in the various environmental factors and persists
over varying time periods. An increase in the solar wind, cosmic rays, solar radio
flux, and Schumann resonance power was associated with increased heart rate and
parasympathetic activity, interpreted as a biological stress response. The people are
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affected in different ways depending on their sensitivity, health status, and capacity
for self-regulation. The impact of short exposure to GMDs on total and cause-
specific MR in 263 US cities has been investigated recently [3]. The GMDs and
LFRs lead to an increase in city-specific and season-stratified common MR in all
cities. The effects on total deaths were found in all seasons and on CVD and Ml
deaths — more in spring and autumn. These results may be explained through the
direct impact of environmental electric and magnetic fields produced during GMDs
and LFRs on the human autonomic nervous system.

In a review of the health effects of GMDs, Palmer et al. (2006) [16]
reported five definite conclusions: (1) GMDs have a greater effect on humans at
higher geomagnetic latitudes. (2) Unusually high geomagnetic activity seems to
have a negative effect on human cardiovascular health. (3) Unusually low values of
geomagnetic activity seem to have a negative effect on human health. (4) Only
10-15% of the people are negatively affected by GMDs, and (5) heart rhythm
variations are negatively correlated with GMD. In this paper, we confirm that the
lag of the AMR maxima behind the maxima of the WN is about five years, see
Fig. 2. We propose an explanation of this “paradox”. See our Summary.

Earlier, we found correlations of the cause-specific CVD AMR linked with
GMSs for the Smolyan region of Bulgaria [11]. We found that concerning the years
with low CMDs (1993, 1995, 1996, 1999), in the years with strong GMSs (2000,
2001, 2003-2005), the AMR is higher with 20-30% and the MR related to CVD is
higher with 30-40% ([11], Figs.10-13). We also noted that the time delay of the
maximum of the common and CVD AMRs in 2007-2008 takes place about
3-4 years behind the maximum of the strong storms in 2003-2005, see Fig. 1la.
The increase in AMR and in common MR is about 50% and 5%, respectively. This
result suggests that the influence of the GMSs on the AMR may manifest itself
3-4 years later. This is the motivation of the present work.

This paper reveals time delays of the AMR maxima by maxima positions
of cross-correlation functions (CCFs). The CCF measures the similarity between
the structures of two time series. It is a function of their relative lag time t., see
Fig. 2 and 3. The large-scale trend in the series is an obstacle and must be removed
preliminary. Fortunately, all time series used here pose linear large-scale trends.
For example, in Fig. 2, we juxtapose the WN, W, and a few kinds of MR, M, after
removing their linear fits. Thus, the CCF uses the deviations, for example,
AW =W — W and AM = M — Mg, where Wr and Mg are the relevant linear fits of
the time series. The deviation AM is just the AMR.

So, in this work, the maxima positions of the CCFs are used to determine
the time lags of the time series @, see Fig. 6 to 11. The CCF maximum is
characterized by its value C and standard error oc. The CCF maxima in this paper
are not high, often about 0.6, but their standard errors are relatively small. Then,
the Student ratio R=C/oc is usually high, giving evidence that the CCF maxima are
significant, see Fig. 4 to 11.
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Note that a graphical representation of the Student criterion for such cases
as in [17], Fig. 4, shows how the threshold increases when the data number
decreases. So, 20-10 data the 95% threshold is 0.6-1.1 and the 99% threshold is
0.9-1.6. Sometimes, our ratio R overcomes the threshold. Note also that the GMSs,
LFRs, and CVDs have a highly complex origin and nature, which is out of the
subject of this work. We are interested mainly in the cross-correlations between the
deviations from the GMI fits (reasons) and the deviations from the MR fits
(results), regarded as AMR.

Used abbreviations follow.

AMR - additional mortality rate;

BS — brain stroke;

CCF — cross-correlation function;

CVD — cerebrovascular disease;

GMD - geomagnetic disturbance;

GMI — geomagnetic index;

GM — geomagnetic storm;

LFR — low-frequency resonance;

MI — myocardial infarction;

MR — mortality rate;

NI — NASA (planetary) indexes (Section 2: B, Kp, Ap, Np; Fig. 5 and 6);

Pl — Panagyurishte (local) indexes (Section 2: Sa, Sb, Sc, Sn; Fig. 4);

WN — Wolf number of the sunspots.

1. Data about the MR. Lags of the ANRs behind the WNs.

Figure 1 shows the behaviour of the habitant numbers N (circles) and
MRM (dots) over the years. The numbers N are expressed in specific
(implemented) units. The numbers M are always expressed per mile (in 10 N).
Hereafter, the straight lines show the fits, while g and s are the gradient (slope
coefficient) and standard deviation of the fit.

Figure la shows the initial data about the Smolyan region, Rodopi
Mountain, between 1988 and 2008 [11] (Sun cycles 22+23). These data are
valuable because they contain only the common MR M; and the medically
confirmed CVD MR M. The data content follows:

N1 — habitant number;

M1 — common MR;

Mo — MR linked medically with CVD;

Mp — residual MR, Mp=M;— Mo.

The residual MR Mp corresponds to deaths caused by other reasons, including
LFRs.

In the time episode of Fig.1a, N; decreases 1.3 fold, mainly due to young

people’s migration. Simultaneously, M; increases 1.5 fold, mostly because the
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population gets older. The increases of My and Mp are about 1.4 and 1.3 fold,
respectively. In Fig.1la, two squares show an extraordinary maximum of the CVD
MR Mo. Two large dots show respective deep minima in the residual mortality Mp.
(The data marked by squares and dots do not participate in the relevant fits.)
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Fig. 1. Annual data about the habitants N and mortalities M for five Bulgarian regions plus
Bulgaria as a whole. See the text at the beginning of Section 1.

Figures 1b-1f show five MR data systems for the time episode from 2000
to 2019 (Sun cycles are 23+24). The data source is the National Statistical Institute
of Bulgaria [18]. The data content follows:

N2, M2 —again for Smolyan region, Fig. 1c;

Ns, M3 — for Sofia suburb (without Sofia city), Fig. 1d;

Ns, M4 — for the region of Dobrich plus Silistra together, Fig. 1e;

Ns, Ms — for Bulgaria as a whole, Fig. 1f;

Ns, Ms, Meo -- for the eastern part of the Sofia suburb, Fig. 1b.

In the time episode of Figs. 1b—1f all habitant numbers N>—Ns decrease and
all common MRs M>—Mg increase. The reason is the same as in Fig. 1a. The region
in Fig. 1b (namely Elin Pelin) covers about 1/10 of the habitants of the Sofia
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suburb, but it is also valuable here. It contains two kinds of common MR. Mg is
recorded only inside the territory of this region, and it decreases. Mg is the common
MR, containing Meo plus the number of deaths of habitants of this region, but
recorded in the nearby big hospital in Sofia. As expected, Ms increases.

Let us return to Fig. 1. There, we may estimate the extreme and the
ordinary AMR linked with the GMS. The extraordinary CVD MR My in
2006-2007, after the strong GMSs in 2003, exceeded the local MR Mg by ~50%
(Fig. 1a). The relevant small peak in the common M; exceeds the local MR My with
~4%. The vertical segments in Figs. 1b—1f mark the respective small local peaks of
the common MR in 2006-2007 yr. The height of these peaks, including for
Bulgaria as a whole, is up to ~4% above the local MR.

So, the strong GMSs (in this single case) seem to trigger an increase of the
common MR up to ~AM =0.04x10° = 4x10%, with a time lag of 3-4 years.
Otherwise, the typical CVD AMR, linked with GMSs, seems to be up to 1x10° per
year. Because of unknown random AMR contributions, these AMRs seem to be
overestimated, though. These AMR values seem to be negligible. For comparison,
the number of deaths by car accidents for Bulgaria as a whole in 2017 is ~10x107,
Both values are overestimated and need justification.

The deviations of the MRs from the linear fits in Fig. 1la, AMi, AMo, or
AMp, are the AMR. After fit removal, these deviations participate in 3 important
CCFs in Fig. 2a. They distinct the supposed contributions of CVD linked MR,
common MR and common MR minus CVD linked NR LFR MR. The deviations of
the MRs, AMi— AMs, clearly show the delay of the AMR linked with the GMDs
with respect to the WN maxima.
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Fig. 2. CCFs between the changes of the WNs and fluctuations of the AMRs. The maxima
position shows the delay of the AMR. See the text in Section 1.

Fig. 2 juxtaposes CCFs C(t.) between the WNs (shown in Fig. 5) and
AMRs (shown in Fig. 1) over the time lag t.. The CCF maxima mark the time lag
of the AMR maxima behind the WN maxima. Note that linear fits of the compared
time series are always removed. Vertical segments show the typical error bars of
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the CCF values. Triangles in (b) mark the CCF values whose value deriving are
illustrated in Fig. 3. Details about these graphs are shown in Figs. 7-11.

Fig. 2a shows the CCFs of WNs with the data Mi, Mo, and Mp from
Fig. 1a. The CCFs have similar shapes. They show maxima lags behind the WNs
of 3, 5, and 7 years, respectively. At about five years, the middle maximum
corresponds to the common AMR. However, the maxima at 3 and 7 years may be
linked to displays of CVD ANRs and LFR AMRs. In both cases, some additions of
deaths for other reasons are present undoubtedly.

Fig. 2b shows the CCFs for the M2, Ms, and M4 data in Fig.1c-1e.
The CCFs have similar shapes again. Their maxima show lags behind the WN for
about five years. Hints of humps in the left parts of the CCFs, about a lag of two
years, seem linked with CVD AMR. Triangles mark the CCF values derived as the
coefficient of correlation, as illustrated in Fig. 3.

Fig. 2c shows by solid lines the CCF for the AMR of Bulgaria as a whole,
Ms from Fig. 1c. The shape is similar to the mentioned shapes of CCFs, with a
peak lag of five years behind the WN. This CCF shows a local convexity at a lag of
about two years, which ought to be linked with the contribution of CVD AMR.
Figure 2c shows, by dashed broken lines, the CCFs for the common AMRs Ms and
the territory-bounded AMR Meo. These curves are very different. The left part of
CCF for Mg is flat, as if CVD AMRs are missing. Obviously, a significant number
of CVS AMP happen out of the territory, in the nearby big hospital. A remarkable
hump is present in the left part of the CCF, only in the common AMR M. It seems
CVD AMR dominates in this region.

In Fig. 2, the humps at lags of about five years behind the WRs contain
contributions from the CVD, LFR, and other AMRs. It may be seen well in Mo,
Fig. 2a, with a 2- to 4-year lag. In the other cases suspected, in M>—Ms with a lag of
about two years and in M with a 1- to 2-year lag.

So, if the strong GMDs are regarded as triggers of a part of the CVDs, with
postponed lethal outcomes, then the lags of the GMD AMR behind the WNs, as
well as the lags of AMRs behind the GMDs, may be revealed. In Section 2, we
derived lags of GMIs behind the WNSs. In Section 3, we showed details of deriving
the CCFs, as shown in Fig. 2.

Fig. 3 shows the derivations of the CCF values at t._-lags of 0, 2, and
4 years, marked in Fig. 2b by triangles. The top panels show the shifts of the shape
of the WNs (thick broken lines) over the shape of AMR (thin broken lines). The
linear fits of the compared series are removed. Here, n is the number of currently
used points. Dashed broken lines show the useless edges of the time series after the
shifts of WNs. The bottom panels show the respective correlation diagrams and
CCF values C. Solid and dashed lines represent direct and reverse linear fits. Note
that because of the large range of the WN, the compatibility of the graphs in the top
panels is difficult. For this reason, the WN values W'=W®5/20 are used. This is
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admissible because the values of the CCFs are dimensionless. Note that the values
of C in the case (c»), after a suitable mutual shift, become significant.
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Fig. 3. illustrates the action of the CCF and the sources of the CCF values
at points 0, 2, and 4 in Fig. 2b

2. Indexes about the GMDs. Lags of the GMDs behind the WNs

Initially, local GMIs in 1988-2008 were acquired from the Panagyurishte
Geomagnetic Observatory of Bulgaria [11]. The Panagyurishte indexes (PIs) used
here are derivatives of the measured vertical component H of the local geomagnetic
field. The used annual Pls are:

Sa — average amplitude of all storms, in nT;

Sb — average amplitude of the moderate and strong storms, for H>120 nT;

Sc — average amplitude of Sh-type storms, but with sudden onset, in nT;

Sn — number of all storms.

Fig. 4 shows the behaviour of the Pls and their CCF with WNs. Figure 4,
left graphs, represents the behaviour of the Pls and their trends over the years.
Hereafter, g and s are the fits” gradient and standard error. The graphs cover the
Sun cycles 22+23. In this episode, the everyday solar activity decreases (see
Fig. 4d; and 5a:—5e1), but the large-scale trends of Sa and Sb are slightly positive.
The powerful GMSs in 2003-2005 caused high peaks in the graphs of Sa-Sc.
Fig. 4, the right graphs, show the CCFs C(t.) of the PIs with the WNs over the time
lag t.. Hereafter, ® and C are the delay and the value of the CCF maximum.
R = Cl/oc is the Student ratio. The CCF maxima are relatively low and blunt. The
time lags ® of the CCFs maxima behind the WN maximum are 2, 1, 2, and 0 years,
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respectively. Note that the number of all GMSs Sn reflects the general decrease of
the solar activity and obeys the behaviour of the WN trend (Fig. 4di, 4d).
The PI Sn is useless in the study of AMR delays. Therefore, we may consider the
lag of the GMSs behind the WN maxima to be roughly two years.

sool Sas 1T 198872008{} (a1)]
100} 1

0 g=0.900 s=46.2

250t 3Sb, nT (b1)]
A f\ f/‘\\ !

150F '/ﬂ/\\v\¥J/ b

0 g=0.103 =319

Sc, nT () |
2001 B I
0 =—1. 074 s= 25@ )

20 Sn (d,) i AW*AS]D (ds) |

[ ] 0f--=--I=—F -
28’ —_115 s=76 t1 _,]o=0yr C=0.42 RE24 tg[

1985 1995 2005 Y71 0 2 4 6 yr

Fig. 4. Pls in Solar cycles 22+23 and their CCFs with the WNs. See the text.

We also used GMIs for 1988-2008 and 2000-2019 from the NASA website
[19]. The NASA (planetary) annual indexes (NIs) used here are:

W — Wolf number of the sunspots;

Bm — the scalar value of the Earth’s magnetic field, in nT;

Kp — GMI that characterizes the fluctuations of the electromagnetic field

due to the GMSs;

Ap — GMI like Kp and approximately proportional to log Kp;

Np — proton concentration above the Earth’s atmosphere, in cm™.

The Nls Kp and Ap indicate indirectly the powers of the GMSs. See [20].

Fig. 5 represents the behaviour of the NIs and their trends over 1988-2008
(cycles 22+23, left graphs) and 1998-2019 (cycles 23+24, right graphs). The right
graphs show that the decrease of the common solar activity continues, but with
decreasing Np in Fig. 5d2, it even increases weakly. The power storms in 2003 are
observed as peaks in Kp and Ap.

Fig. 6 shows the CCFs of the Nis and the WNs. The CCFs pose again
blunt maxima. The lags @ of the Nls behind the WNs are 0, 0, 0, and 6 years in the
left graphs and 1, 2, 2, and 4 years in the right graphs. The lags of the NIs Bm, Kp,
and Ap behind the WNs in both cases may be considered to be between 0 and 1
year or 1 and 3 years. Further, the contributions of the AMRs, linked to different
GMls, will be regarded separately.
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Fig. 5. Nls in Solar cycles 22+23 (left graphs) and 23+24 (right graphs).
See Fig. 4, left graph, and the text.
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Fig. 6. CCFs between NlIs and the WNs for 1988-2008 (left graphs) and for
1998-2019. See also Fig. 4, right graphs and the text.

The proton concentration Np is very interesting. Its maxima lags in Fig. 6d:

or Fig .6dz behind the WN are from 5 to 7 years or 3 to 4 years, respectively. In
Fig. 6d,, this is the effect of higher solar activity (and higher Forbush effect). Then,
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the LFR linked AMR contribution is distinct, as in Fig. 2a. In Fig. 6d., this is the
effect of lower solar activity (and lower Forbush effect). Then, the LFR linked
AMR contributes to the ordinary CCF maxima in Fig. 2a-2c, i.e., in the region of
WN minima. For this reason, the maximum in M. in Fig. 2b is higher than the
maximum in Mz in Fig. 2a.

3. Lags of the AMRs behind the GMIs. Explanation of Fig. 2.

Fig. 7a to 7d show the CCFs between the common AMR M; and four
GMlIs for 1988-2006. The lags ® of the AMR maxima are 4, 3, 0, and 5 years (left
graphs with Pls) or 5, 5, 5, and 2 years (right graphs with NIs). Fig. 7e; and 7e;
show the CCF between M; and WN (thick broken curve), as in Fig. 2a. Here, the
beginning parts of the CCFs in (a)-(d) (thin dashed broken curves) are
implemented. Note that the added curves are shifted to the right in accordance with
their specific lags behind the GMI maxima in Figs.4b and 6a. So, the systems of
added curves describe approximately the hump of the "main™ CCFs (thick broken
curves), better in 7e2. The maximum of the common AMR is situated at ~5 yr
behind the WNs maximum.
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Fig. 7. CCFs for the common AMRs M; in Fig. 1a, with PlIs (left graphs),
NIs (right graphs) and WN (bottom graphs). See Fig. 4, right graphs and text.
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Figures 8a-8d show the CCFs between the CVD linked AMR Mo and
4 GMIs for 1988-2006. The lags ® of the maxima are 0, 0, 0, and 3 years (left
graphs, with PIs) or 3, 2, 2, and 7 years (right graphs with NIs). Fig. 8e; and 8e;
show the CCFs between Mio and WN (thick broken curves), as in Fig. 2a. Similar
to Figs. 7, the shifted beginning parts of the CCFs in (a)—(d) are implemented in (e)
(thin and dashed broken curves). The systems of added curves again describe
approximately the hump of the "main" CCFs (thick broken curves), better in 8e,.
The maximum of the CVD linked AMR is situated at ~three years behind the WNs
maximum. It seems that this hump contains a significant contribution from CVD
linked AMRs.
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Fig. 8. CCFs for the CVD linked AMRs Mo in Fig. 1a, with Pls (left graphs),
NIs (right graphs) and WN (bottom graphs). See Fig. 4, right graphs and text.

Figures 9a-9d show the CCFs between the residual AMR Mp in Fig. la
and four GMIs for 1988-2006. The lags ® of the maxima are 3, 6, 3, 5 yr (left
graphs) or 6, 4, 6, 7 (right graphs). Figures 9e; and 9e; show the CCFs between Mp
and WN (thick broken curves), as in Fig. 2a. Similar to Figs. 7 and 8, the shifted
beginning parts of the CCFs in (a)—(d) are implemented (thin and dashed broken
curves). Again, the systems of shifted AMRs describe approximately the position
of the hump in the “main” CCFs (thick broken curves), better in (e;). The LFR
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linked AMR’s maximum is ~seven years behind the WNs maximum. It seems that
this hump contains a significant contribution from LFR linked AMRs.
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Fig. 9. CCFs for the LFR linked AMRs Mg in Fig. 1a, with Pls (left graphs),
NIs (right graphs) and WN (bottom graphs). See Fig. 4, right graphs and text.

Fig. 10 shows the CCFs between the common AMRs M; and M3 with 4 Nls
for 2000-2018. The lags ® of the maxima behind the WN maxima are 3, 3, 3, and
2 (left graphs) and 3, 1, 3, and 2 (right graphs). The typical lag is ~three years.
Again, the graphs in 10a-10d are implemented in 10e, shifted in respect to the lags
behind their Nls in Fig. 6b. Obviously, the systems of added curves describe well
the hump of the "main" CCFs (thick broken curves). The common AMRS’ maxima
in Figs.10e are 4 to 5 years behind the WN maximum.

Fig. 11 shows the CCFs between the common AMR M, and Ms with four
NIs for 2000-2018. The lags © of the maxima are 4, 3, 3, and 2 (left graphs) and 4,
4, 3, and 2 (right graphs). The typical lag is ~ three years. Again, the graphs in
11a-11d are implemented in 11e, shifted in respect to the lags behind their NIs in
Fig. 6b. Obviously, the systems of added curves describe well the hump of the
"main™ CCFs (thick broken curves). The common AMRS’ maximum is about five
years behind the WN maximum.

The humps of the CCFs in Figs. 7e-11el which are explained here, are
shown together in Fig. 2. These examples show that the lag of the AMR is about
five years behind the maximum of the WN. Simultaneously, this lag may be
regarded as a sum of two lags: a 1- to 2-year lag of Pl or NI with respect to WN
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plus a 3- to 4-year lag of the CVD linked AMR behind the CMIls. The hypothesis
appears that the GMDs may be triggers of a part of the CVDs with a postponed
lethal outcomes.
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Fig. 10. CCFs for the common AMRs M, and M3 in Fig. 1b, with NIs (left and right
graphs), NI, and WN (bottom graphs). See Fig. 6, right graphs and text.
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Fig. 11. CCFs for the common AMRs M4 and Ms in Fig. 1b and 1c, with NIs (left and right
graphs) and WN (bottom graphs). See Fig. 6, right graphs and text.
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4. Summary

The main results follow.

1. We confirm our suggestion in [11] that the strong GMSs in 2003 caused
3-4 years later, in 2006-2007, an annual increase of the CVD linked AMR with
~50% (Fig. 1a). The local increase in the common MRs is ~4% (Figs.1b-1f).
Therefore, the strongest GMS may increase the common MR by about 4x10° with
a lag of 3-4 years. Otherwise, the typical CVD linked AMR seems to be up to 10°.

2. Based on common AMR data Mi—Ms, for five regions, including
Bulgaria as a whole, we showed that the shapes of the CCFs between WN and
common AMR are very similar (Fig. 2). The lag of the maxima behind the WN
maxima is about five years. So, the common AMR maxima fall on the WN
minima, confirming consideration No.3 in [16] (see introduction).

3. We confirm that the lag of the GMSs maxima behind the WN maxima is
1-2 yr (Figs. 4b, 6). We find also that the lag of the CVD ANR maxima or LFR
AMR maxima behind the WN maxima is 3-4 years or 47 years, respectively
(Fig. 2 and 7-9). Therefore, consider the lag of the maxima of the common ANR
behind the WN maxima, typically five years, which may be explained as a sum of
the above-mentioned lags of 1-2 and 3—4 years.

4. Considering GMSs as triggers for CVDs, we estimated that the duration
of the CVDs before the lethal outcome is typically 3—4 years. In medicine, the
causes of CVDs are not known, and such direct estimation is impossible.
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BBPXY 3AKBCHEHUETO HA JOITBJIHUTEJIHATA CMBPTHOCT,
CBBP3BAHA CTEOMATHUTHHUTE CMYIINEHUA

1]. I'eopzcues, C. Cumeonosa, JI. /lanxosa

Pesrome

I'eomarauTHUTE CMyIlIeHUs, TNIaBHO reomarHutHH Oypu (I'Mbwu), HO u
HUCKOYECTOTHH PE30HAHCH, 3acsiraT 4acT OT XopaTa, MPeApasofioKeHH KbM
MO3b4HM U cba0BU Oonectu (MCbu). IloHsKOra reoMarHuTHUAT e(eKT ce HazaLe-
HsBa creKynaTuBHO. Cpelly ToBa HHE CpaBHABAME M3MEHEHHWS HAa N€OMarHUTHH
nnaekcu (I'MUWn) n uamenenus va nodappuna cmeptHOCT (JIC). Hue npaBum ToBa
ype3 kpockopenannonau Gpynkiun (KK®wu), nznonzeaiiku uncnoro Ha Bond (UB)
3a pepepeHTHa BpemeBa ckana. Hue moposupame, ue cuinau I'Mbu, kato Te3u npes
2003 r., yBenuuaBat 3—4 r. M0-KbCHO OTHOCHUTEIHATA 00II[a CMBPTHOCT C J10 4x107°,
WNuaue, tunmanata J{C, cBbp3ana ¢ I'Mbwu, e mox ~10° roaumno. J{axe ako Te3u
HaIlli BEJIMYMHM ca IMpEeyBEeJIHMYEHH, OOLI0 B3€TO T€ Ca MaIKU. AHaTU3UpaiKu
JaHHU 32 bearapud u 5 HEHHW PETrMOHU 3a MOCJIETHUTE 3 CIIBHYEBM IUKJIH, HUE
nmoTBbpKIaBame, e mMakcumMymMbT Ha JIC, cBbp3BaHa ¢ I'Mb, 3akbcHsBa cien
MakcuMyma Ha YB ¢ ~5 r. Hue norBppxknaBamMe u uye MakcuMymMbT Ha I'MbB
3aKbCHSBa cieln Makcumyma Ha UB ¢ 1-2 r. Hue nammpame cneuuanHo, 4e
makcumyMmbT Ha [IC, cBbp3Bana ¢ 'Mbu, 3akbcHsBa cinen MakcuMmyma Ha I MUwn ¢
3-4 r. Ilo npuHIMI, TUIHYHUTE TpoabbKUTeHOCTH Ha MCbhbu morar ga Obaar
ONpEe/ENeH, aKo HayajaTa MM ca M3BECTHH. B MeaunuHara Hadanmata ca
oOukHOBeHO Hem3BecTHU. Obaue, noposupaiiku, ye 'Mb ca Tpurepu Ha yact ot
MCbu, Hue cneaBa aa IpenrnoioxuM, 9e Te3n MChu 3aBBbpIIBar ¢ JieTajaeH U3X01
cien 3-4 .
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Abstract

Monitoring post-fire forest disturbances and subsequent recovery is vital for the
management and preservation purposes of the forest ecosystems. This study aimed to assess forests’
damages and regrowth dynamics after fire using remotely sensed data and to compare its reliability
for post-fire monitoring in different forest environments. This paper compared forest regrowth
dynamics applying selected spectral indices — Differenced Normalized Difference Vegetation Index
(dNDVI), Differenced Normalized Burn Ratio (INBR), and Differenced Disturbance Index (dDI). The
post-fire environmental impact and recovery processes were performed on the territory of the three
fires in Bulgaria — Ardino, Bistrishko branishte, and Perperek.

Introduction

Due to global climate change the number of wildfires is increasing
resulting in disturbances to forest ecosystems. Monitoring post-fire forest
disturbances and subsequent regrowth processes is of great importance for
arranging activities for forest ecosystem preservation. Aerospace remote sensing
methods are a high-tech tool for reliable and large-scale monitoring of recovery
processes occurring in forest ecosystems after a fire [1, 2]. Many researchers apply
spectral vegetation indices (VIs) to monitor forest regrowth dynamics [3, 4].
Normalized Difference Vegetation Index (NDVI) [5] uses spectral reflectance
characteristics (SRC) of vegetation in Red and Near-infrared (NIR) bands and
Normalized Burn Ratio (NBR) [6] — NIR and Short-wave infrared (SWIR) bands.
Disturbance Index (DI) [7] uses the linear orthogonal transformation of
multispectral satellite images — Tasseled cap transformation (TCT) [8, 9], that
increases the degree of identification of the main landscape components changing
during a fire — soil, vegetation, and moisture/water.
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The purpose of the present study was to observe forest disturbances and
regrowth dynamics after a fire in three different forest environments, using dND VI,
dNBR, and dDl.

Study area

Post-fire forest disturbances and regrowth monitoring were performed on
the territory of three study fires in Bulgaria: Ardino, Bistrishko branishte, and
Perperek (Fig. 1). The test sites were initially described in a previous study
assessing the performance of selected spectral Vs for post-fire monitoring [10].
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Fig. 1. Location of the study areas on the territory of Bulgaria

A fire broke out on 29 July, 2016 near Ardino town (Fig. 1), located in the
southeastern part of Rhodope Mountains, Bulgaria. The fire affected 100 ha of
coniferous forests. The climate in the area is Continental-Mediterranean, with
mountainous elements. The slopes are mainly with east, southeast, and south
exposures, which determine warm and dry conditions for vegetation regeneration.
After the fire, the damaged forest stands were removed by sanitary logging in
2018.

The second fire occurred on July 1, 2012, in the nature reserve Bistrishko
branishte, situated on the northeastern slope of Vitosha Mountain, next to Sofia,
Bulgaria (Fig. 1). The fire affected 70 ha mostly dry and dead spruce forests
because of the tornado that occurred in 2001 and bark beetle spots in 2004. Due to
its preservation status as a nature reserve, no sanitary loggings were conducted in
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the area. The climate is mountainous, and the slopes are mostly with northwest and
north exposures, determining cold and wet conditions for vegetation regrowth.

A fire occurred on November 21, 2015, in the northeastern part of the
Rhodope Mountains, near Perperek village, Bulgaria (Fig. 1). The fire burned 30 ha
of coniferous forests. The damaged forest stands were removed by sanitary
loggings in 2017. The climate in this area is Continental-Mediterranean and the
slopes have northeastern exposure. The character of the relief and gentler slopes
provide more favorable conditions for vegetation development.

Data and methods

Forest disturbances were assessed, and regrowth monitoring was conducted
for the study period — 2012-2021, using Landsat (ETM+ and OLI) and Sentinel 2
(A and B) satellite imageries (Table 1). Sentinel 2 images were downloaded
through Copernicus Open Access Hub [11], and Landsat images — from the US
Geological Survey — Earth Explorer [12].

Table 1. Satellite imageries used for the calculation of ANDVI, dNBR, and dDI

Bistrishko branishte Ardino Perperek
Date Sensor Date Sensor Date Sensor
29/06/2012 Landsat ETM+  11/07/2016  Sentinel 2A  07/11/2015 Landsat
oLl
15/07/2012 Landsat ETM+  05/08/2016  Sentinel 2A  25/12/2015 Landsat
oLl

19/08/2013 Landsat ETM+  15/07/2017  Sentinel 2A  21/08/2016 Sentinel 2A

05/07/2014 Landsat ETM+  24/08/2018  Sentinel 2A  15/07/2017  Sentinel 2A

08/07/2015 Landsat ETM+  29/08/2019  Sentinel 2A  29/08/2018  Sentinel 2A

13/07/2016 Sentinel 2A 28/08/2020  Sentinel 2A  24/08/2019  Sentinel 2A

27/08/2017 Sentinel 2A 23/08/2021  Sentinel 2A  23/08/2020  Sentinel 2A

01/09/2018 Sentinel 2A 18/08/2021  Sentinel 2A

12/08/2019 Sentinel 2A

05/09/2020 Sentinel 2A

01/08/2021 Sentinel 2A
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The observation of forest disturbances and post-fire regrowth monitoring
were performed using selected spectral indices — dNDVI, dNBR, and dDI. Table 2
presents the indices formulas.

Table 2. Spectral indices used for the regrowth monitoring

Index Abbreviation Formula
Normalized Difference Vegetation NDVI PNir — PRED
Index Puir + PrED
Differenced Normalized Difference dNDVI NDVI post-fire — NDVI prefire
Vegetation Index
Normalized Burn Ratio NBR Prir — Pswir
Pyir T Pswir
Differenced Normalized dNBR NBR pre-fire — NBR post-fire
Burn Ratio
Disturbance Index DI nBR — (nGR +nWW)
Differenced Disturbance dDl DI post-fire — DI pre-fire
Index

The proposed methodology using the selected spectral indices for post-fire
regrowth monitoring was validated in a previous study with the help of a method
involving the delineation of dynamic boundaries for spatial accuracy assessment
[10]. That previous study used VHR satellite data, including World View (2/3) and
GeoEye (1) sensors, for validation.

Post-fire forest monitoring

For the post-fire monitoring, dNDVI, dNBR, and dDI rasters were
generated on a yearly basis and compared with the values from the previous year.
Fig. 2 summarizes the mean values of differenced indices on the territory of
Ardino, Bistrishko branishte, and Perperek test sites. The negative mean dNDVI
and the high positive mean dDI and dNBR values for all test areas indicate high
disturbances immediately after the fire, corresponding to the left-most points in
each plot in Fig. 2. The high dNDVI and the low dDI and dNBR mean values for
all test sites indicate high recovery rates at the beginning of the study period — one
year after the fire. In the following years, the indices values show the dynamics in
the forests’ regrowth, indicating clearly its interruption due to sanitary logging in
Ardino (2018) and Perperek (2017) (Fig. 2).
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Fig. 2. dNDVI, dNBR, and dDI mean values for Bistritsa (a), Ardino (b),
and Perperek (c) test sites

Fig. 3 plots the standard deviations (SD) of each of the indices, calculated
based on minimum, maximum, and mean values for each test site for five years,
starting from the fire event. The SD values exhibit the dynamics of the natural
environment. The highest SD values are observed during the fire event years and
the years of the sanitary logging carried out afterward. This dependence is
particularly noticeable in the SD values of dDI and dNBR, indicating increasing
spectral reflection of bare soils. Amongst the test sites, Ardino seems to have the
highest SD values of dNBR in the fire and logging years. Ardino has a larger share
of the cut forest in the second year after the fire (compared to Perperek). With the
progress of vegetation regrowth processes, the SD values decreased. That is
noticeable in the SD values of dDI and dNBR for Ardino and Perperek. In Bistritsa,
this performance was pronounced less. The SD values for this test site remain high
for dDI. Bistritsa is the test site with the lowest post-fire vegetation regrowth

(Fig. 3).
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Fig. 3. SD error bars, using minimum, maximum, and mean values of dNDVI (a), dDI (b),
and dNBR (c) for each of the test sites for a five-year period, starting from the fire event

Discussion
Post-fire actual state of the test sites

Due to different forest fire intensities and the influence of topographical
and climatic factors on forest ecological recovery, the process of post-fire
vegetation regrowth is complicated and needs accurate and in-depth studying [13].
The post-fire environment impact on forest regrowth in the three test sites was
demonstrated by the performance of dNDVI, dNBR, and dDI.

The three test sites are distinguished by both environmental conditions and
management practices. Bistritrishko branishte had the slowest post-fire vegetation
regrowth among the three test sites. That was induced by the landscape
characteristics of the area: the wetter and colder habitat, steep slopes, and shallow
soils, where erosion processes are more pronounced. Even years after the fire,
vegetation regrowth is slow in this test site. The vegetation is mainly represented
by annual herbaceous species, whose phenological development strongly
influences the indices values. This is a reason for the highly pronounced dynamics
in the indices mean values in Bistritrishko branishte, associated with the
seasonality of the vegetation. dANDVI had the highest mean values (0.19) in mid-
summers (Fig. 2a). dNDVI mean values below zero were recorded late in the
summer and early in September when herbaceous vegetation senescence and lose
large part of its moisture content (Fig. 2a). This vegetation type is also strongly
influenced by environmental conditions during vegetation seasons. It is less
resistant to drought and other anomalies related to temperature and humidity
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[14,15]. Water-limited ecosystems with low gross primary productivity, such as
grassland ecosystems, show higher dependency on hydro-climatic variations,
influencing vegetation greenness. They are characterized by substantial
productivity decreases under drought stress, which influence their SRC [15]. This
was the reason for the higher dynamics of the three studied indices in Bistrishko
branishte and especially of dNDVI. Studying different grassland types, Chen et. al.,
2022 [13] also confirmed a greater dependency of NDVI values on the moisture
content in ecosystems and precipitation fluctuations.

Perperek test site was distinguished with the optimal condition after the fire
and with the lowest damage. The sanitary logging in this test site was not
significant. Burnt trees in a small territory have been removed. This fact, as well as
the characteristics of the terrain, does not favor the development of intensive
erosion processes, and the vegetation has better conditions to recover. Amongst the
three test sites, Perperek had the optimal environmental condition for vegetation
regrowth.

The Ardino test site was significantly affected by the fire, which was also
the reason for the sanitary logging of a large part of the forest vegetation. This fact,
as well as the landscape characteristics (steep terrain and soil erosion, slopes
exposure, heat-moisture ratio), determine less favorable conditions for vegetation
regrowth than those in Perperek, yet better than in Bistrishko branishte.

The results demonstrating the influence of the post-fire environment on the
actual state of the forest's regrowth confirm the results of Chen et. al., 2022 [13].
Using DI as a factor removing phenological interference within the area of
observation, they assessed the impact of local forest ecology on the post-fire
vegetation regrowth and found a clear correlation between the index and various
topographic and climatic factors. Amongst the studied factors, elevation, and slope
exposure, through their influence on the heat-moisture ratio, stand out as factors
with the highest impact on the forest vegetation regrowth. In mountainous areas,
colder habitats are distinguished with lower recovery rates than warmer ones [13].

Performance of dNDVI, dNBR, and dDI for post-fire monitoring

Various post-fire monitoring studies have reported differences in spectral
vegetation indices performance that depend on the vegetation state in the observed
ecosystems. The differences in post-fire vegetation state are determined primarily
by the temporal pattern of the observation (immediate post-fire observation, one
and/or several years of post-fire observations), vegetation type pattern, seasonal
differences, and environmental conditions. These results confirm the conclusions
obtained in the present study.

Amongst the studied indices, ANDVI and dDI clearly showed disturbances
in all three test sites soon after the fires (Fig. 2). The mean values of dNDVI were
lowest (-0.38 in Bistrishko branishte, -0.14 in Ardino, and -0.09 in Perperek)
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(Fig. 2) in these observation periods, and the values of dDI were amongst the
highest (0.62 in Bistrishko branishte, 0.74 in Ardino, and 1.59 in Perperek) (Fig. 2).
The only exception was dDI in Bistritsa, which recorded the highest mean values
(2.16) years after the fire (01/09/2018 — 27/08/2017) (Fig. 2a). dNBR recorded its
highest mean values immediately after the sanitary logging in Ardino and Perperek
(0.52 in Ardino and 0.57 in Perperek) (Fig. 2b and 2c). The indices involving the
SWIR band in their calculation are superior to using only red and NIR bands for
monitoring forest disturbances. The logging activities and the increasing bare soils
areas significantly impacted the SRC in both test sites, increasing the spectral
reflectance in SWIR. The dry, bare soils and burned territories have similar
signature profiles. Hence, the dNBR performance was expected. In Bistrishko
branishte, such logging was not carried out, due to the protected area status.

The mean dNBR value after logging in Ardino was 0.52, and after the fire,
it was slightly lower — 0.48, whereas, in Perperek, the difference between the
dNBR after these two events was significant. After the logging, the mean dNBR
was 0.57, and after the fire, it was barely 0.12 (Fig. 2c). The low difference
between the two values for Ardino, and the large one for Perperek, is determined
by the characteristics of the two fires, which differ in their intensity and damage
caused. In the Ardino test site, the fire occurred in summer, and the characteristics
of the terrain and weather conditions caused more significant forest damage. That
led to clear-cutting in a large part of the area. In Perperek, on the other hand, the
fire occurred in winter, and the terrain and wet and cool conditions supported its
rapid suppression and less forest damage. The fire has affected less the forest
vegetation than in the other test sites. As a result, selective logging was performed
in Perperek. That influenced greater dNDVI and dDI mean values than dNBR
(Fig. 2).

As expected, the highest values of ANDVI were recorded one year after the
fire. At that moment, dNBR values were also the lowest (Fig. 2). That is associated
with the initial rapid growth of grasses, covering the burned areas with vegetation,
and the maximum change in vegetation’s chlorophyll content. These results
confirm the results obtained in other post-fire monitoring studies. In the following
years, the indices dynamics weren’t significant, and the differences between the
individual test sites were determined by the differences in the ecological conditions
[13] and the way the territory was regulated. dNDVI was distinguished with mean
values close to zero in Perperek and Ardino test sites (Fig. 2b and 2c), which was
determined firstly by the drastic reduction of vegetation after the sanitary logging,
and secondly by the drier habitats. In Bistrishko branishte, where there was no
sanitary logging, the values of the dNDVI showed higher dynamics (Fig. 2a), and
dDI showed a greater dependence on the disturbances caused most probably by
changes in environmental conditions. After the logging, the dDI values in Ardino
slightly increased, while in Perperek, where the logging was significantly smaller,
the index values were almost unaffected (Fig. 6b and 6c).
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HABJIIOJEHUE HA ITPUJIOKEHUETO HA CIIEKTPAJIHU HTHAEKCHU
3A MOHUTOPUHI" HA TOPUTE CJIEJ IIOKAP

. Aéemucan, H. Cmanxosa

Pesrome

MOHI/ITOpI/IHl'"bT Ha HApYHICHUATA HA TOPUTE CIICA IOXKap U MOCJICABAIIOTO
BB3CTAHOBABAHC € OT XM3HCHOBAXXHO 3HAYCHUE 3a HLCJIUTC Ha YIIPABJICHUETO H
OIIa3BaHCTO Ha T'OPCKUTEC CKOCHUCTCMMU. Tosa Mpoy4YBaHC MMa 3a LCJI Aa OLUCHU
METUTC B T'OPCKUTC CKOCUCTEMU CJIC IOKap, KAKTO W JUHAMHKATa Ha MPOTHU-
YaHCTO Ha BB3CTAHOBUTCIIHUTEC IIPOLICCH, HU3MOI3BANKHT JaHHU OT AUCTAaHIHMOHHO
HaOIIfO/IeHNe W J1a CPAaBHU HEroBaTa HaJeKTHOCT 32 MOHHTOPHHT CJeJl TOXap B
pasiiMdyHu  TOPCKHU C€KOCHUCTCMU. Ta3u craTus CpaBHABa JWMHAMHUKaTa Ha
BB3CTAHOBSABAHC Ha TOPUTE, KaTO IIpujara I/I36paHI/I CIICKTpaJIHU HHACKCU —
Differenced Normalized Difference Vegetation Index (dNDVI), Differenced
Normalized Burn Ratio (dNBR) wu Differenced Disturbance Index (dDI).
HanpaBenara oneHka Ha BB3JICUCTBUETO HAa NOYKAPUTE BBPXY OKOJIHATA CpE.a,
KaKTO U IMPOLECUTE Ha BH3CTAaHOBABAHE, Ca M3BBPIICHU Ha TCPUTOPUATA Ha TpHU
TecToBH Toxkapa B bearapus — Apanno, buctpumko Opanumie u [lepmepexk.
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Abstract

The present study aims to examine the potential of optical satellite data and spectral indices
to assess surface changes induced by permafrost melting. Surface changes related to permafrost
melting on Livingston Island, Antarctica, were examined using optical satellite data from Sentinel-2
sensors of the European Space Agency (ESA). The study area coincides with previous field studies by
electrical resistivity tomographic profiles made to establish and visualize the presence of permafrost.
Utilizing the advantages of remote sensing methods and calculation of optical indices, it was tracked
whether and to what extent there was a surface change and melting of the permafrost in the study area.
The observation period encompasses the astral summer seasons from 2016 to 2023.

The results show that the combination of different optical indices gives a better understanding
of changes in the terrain. The combined use of the Normalized Difference Glacier Index (NDGI),
Normalized Difference Snow Index (NDSI), Normalized Difference Snow and Ice Index (NDSII),
Normalized Difference Water Index (NDWI), Normalized Difference Vegetation Index (NDVI), and
Moisture Stress Index (MSI) indicates for a pronounced trend of melting of the active layer of the
permafrost periglacial area of research in March 2016 and 2017, and from January to mid of March
2023.

Introduction

Permafrost is spread among frozen soil, rocks, or underwater sediment,
which continuously remains below 0°C for two years or more. It typically exists
beneath the so-called active layer, which freezes and thaws annually, and so can
support plant growth, as the roots can only take hold in the soil that is thawed [1].

Permafrost is widespread in Polar Regions or high mountains and can be
found in the ice-free areas of rocks and soil. It is an object of research in the
periglacial areas. In addition, it has a key role in ecosystems, hydrology, and
geomorphological dynamics. For example, only in the last decade, it was possible to
have a more accurate overview of the thermal state of permafrost and active layer
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dynamics in Antarctica. This requires the installation of new GTN-P (Global
Terrestrial Network for Permafrost) boreholes and Circumpolar Active Layer
Monitoring sites (CALM) as part of the Scientific Committee on Antarctic Research
(SCAR) expert groups’ projects. However, there is still a lot to be understood about
the Antarctic permafrost, the active layer, and mainly about their relationships to
other environmental variables [2].

Polar Regions are among the most vulnerable territories on the planet and
are very sensitive to global climate change. Remote sensing methods are very useful
for studying the changes and processes that occur in these hardly reachable places.
Satellites provide the ability to measure and monitor elements of the Cryosphere
continuously and with better spatial coverage than field or in situ measurements.
Copernicus  Sentinel-2 carries an innovative wide-swath high-resolution
multispectral sensor with 13 spectral bands. It is providing high-resolution optical
imagery with global coverage of Earth's land surface every five days [3]. Remote
sensing is used to monitor the glacier and periglacial territories. For example,
permafrost cannot be directly observed from space, but different types of satellite
data, along with ground measurements and modeling, allow scientists to picture
permafrost ground conditions.

This research aims to test the abilities of remote sensing optical images to
track the snow cover and thawing changes in the area of previously studied
permafrost profiles close to the Bulgarian Antarctic Base on Livingstone Island,
South Shetland Islands, Antarctica. The expectations were for lower snow coverage
through the years and more wet ground because of the thawing active layer.

Study area, scientific background, and related research

The study area is situated on the South Shetland Islands, one of the Earth’s
regions where warming has been more significant in the last 50 years [4]. Field
activities had been focused on Livingston Island, Antarctica (62°39’S, 60°21°W)
(Fig. 1).

High mountain relief distinguishes Livingston Island. The terrain is 90%
covered by glaciers. The island’s geological setting provides an excellent site for
studying and  monitoring  the  relationships  between  permafrost,
geomorphodynamics, and climate. Thermal anomalies occur at several localities and
the island is a very good site for studying the interactions between volcanic eruptions
near Deception Island, its ash transportation and deposition on Livingston Island,
geomorphodynamics, and permafrost.
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Fig. 1. Livingston Island, Sought Shetland Islands, Maritime Antarctica. ©ESA

The study area coincides with previous geophysical field studies performed
by the deployment of electrical resistivity tomographic profiles to establish and
visualize the changes in the active layer of the permafrost. Boreholes (deep 6 to
25 m) for permafrost temperature monitoring (GTN-P) and sites for active layer
monitoring (CALM-S) were installed. The main aims were identifying permafrost
characteristics and spatial distribution, identifying the climate controls on permafrost
temperatures and their sensitivity to climate change, and modeling permafrost
distribution and temperature in space and time to assess the potential effects of
climate change [5-7].
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Fig. 2. Electro-tomographic profiles A and B with their coordinates. Geographic map
of the area close to Bulgarian Antarctic Base, Livingstone Island, Antarctica. M 1:2000,
map sheet Ne4. ©Bulgarian Antarctic Institute, ©4gency for geodesy, cartography and
cadaster, military geographic service. 2017.

Compared with the Arctic, very little is known about the distribution,
thickness, and properties of the permafrost in Antarctica. The previous geophysical
research was part of the so-called PERMANTAR project focusing on Permafrost and
Climate Change in the Maritime Antarctica. The project contributes to the Global
scientific effort to bridge the gap in the knowledge of Antarctic permafrost
characteristics, sensitivity, and implications for climate change.

a)
Fig. 3. Electro-tomography profiles A and B (see Fig. 2) of the periglacial terrain,
close to the Bulgarian Antarctic Base, Livingstone Island, Antarctica. 2017.
©Nadya Yanakieva
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PERMANTAR involves 3 Portuguese research centers, a Spanish and
Argentinean research group, and the Bulgarian Antarctic Institute, which contributes
with the logistic support of its Antarctic base and scientists, who were involved in
the realization of the project. The project is interdisciplinary and with multinational
collaboration [8].

The last electro-tomography, as part of the PERMANTAR project, was
made during the Austral summer of 2017 to repeat for the fourth time some of the
profiles of permafrost research. The terrain conditions during February 2017 were
without snow cover, which serves as an isolator of the ground from the direct
influence of meteorological factors. The results showed that in the active layer, there
is no solid permafrost, but just separate patches of frozen ground, that depleted in
time [5-7].

Methods

The present research is based on the application of remote sensing methods
using optical multispectral images from Copernicus satellites Sentinel-2.
The Sentinel-2 images encompass the period of eight years (from 2016 until 2023)
during the Austral summer (January to April). The Polar Regions, and in particular
Livingstone Island in Antarctica, have been covered by clouds very often during
most of the year. This is one of the obstacles to studying that part of the world using
optical satellite data. Therefore, for the present research, we used only nine cloud-
free images over the study area for the chosen period.

Sentinel-2 provides high-resolution images in the visible and infrared
wavelengths, to monitor vegetation, soil and water cover, inland waterways, and
coastal areas. Data are available globally from June 2015 onwards. The spatial
resolution is 10 m, 20 m, and 60 m, depending on the wavelength and the revisit time
is a maximum of 5 days to revisit the same area [9].

A - A
a) 28.03.2016 b) 30.03.2017 ) 04.04.2019
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Fig. 4. Optical satellite images from Sentinel-2 of the permafrost study area, close to the
Bulgarian Antarctic Base on Livingston Island, Antarctica, for six different years. ©ESA

The Sentinel-2 images (Fig. 4 a)-i)) were downloaded from the Copernicus
data hub [10] and were transformed into composite images of 13 bands using
ERDAS IMAGINE 2014. It is the software of Intergraph Corporation — an
American software development and services company, which now forms part of
Hexagon AB — the world’s leading geospatial data authoring system [11].

The next step was to select and apply mathematical models of different
indices. They provide information to define the specific characteristics of the terrain
cover, such as water, snow, ice, rocks, or plants (Table 1) [12, 13].

The classifications of the individual indices enable comparative assessments
between the individual dates in the period of observation. They are consistent with
the ranges of the indices data and correspond to different land cover types — water,
snow, ice, rocks, or plants (Fig. 5).

For the catalog of the visualization of the indices, a polygon of the study area
close to the electro-tomographic profiles A and B with their GPS coordinates was
drawn out. The size of the pixel is 10 m. The size of the area is around 2 square km.
The different ranges of the indices’ values are characterized by different colors of
the visualization.
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Table 1. Optical indices used in the study and description of their characteristics

Index and Formula and Sentinel 2 Application
Range Bands, used for its
calculation
MSI Moisture Stress Index (MSI) is used for canopy
Moisture 1 _ stress a_nalysis, prgductivity pred_iction, and
Stress _ MidIR biophysical modeling. Interpretation of the
Index NIR MSI is inverted relative to other water
vegetation indices; thus, higher values of the
0_3 B11 . o .
MSI = —— index indicate greater plant water stress and in
B8 inference, less soil moisture content. The
values of this index range from 0 to more than
3 with the common range for green vegetation
being 0.2 to 2 (Welikhe et al., 2017).
NDGI Normalized Difference Glacier Index (NDGI)
Normalized (2) is used to detect and monitor glaciers by
Difference | NDGI = Green — Red | gpplication of the Green and Red spectral
Glacier Green + Red bands. This equation is commonly used in
Index glacier detection and glacier monitoring
NDGI = M applications (Bluemarblegeo, 2019).
-1-1 B3 + B4
NDSI 3) The Normalized Difference Snow Index
Normalized | NDSI = Green — SWIR | (NDSI) is a numerical indicator that shows
Difference Green + SWIR | snow cover over land areas. The Green and
Snow Index short wave infrared (SWIR) spectral bands are
NDSI _B3-Bi11 used within this formula to map the snow
0-1 B3+ B11 cover. Since snow absorbs most of the incident,
radiation in the SWIR while clouds do not, this
enables NDSI to distinguish snow from clouds.
This formula is commonly used in snow/ice
cover mapping applications as well as glacier
monitoring (Bluemarblegeo, 2019).
NDSII 4) The Normalized Difference Snow and Ice
Normalized | NDSIT = Green — SWIR | Index (NDSII) is a numerical indicator that
Difference Green + SWIR | shows snow cover over land areas. The Green
Snow  and and Short Wave Infrared (SWIR) spectral
Ice Index NDSII = B3 — B11 bands are used within this formula to map the
o1 B3 + B11 snow cover. Since snow absorbs most of the

incident, radiation in the SWIR while clouds do
not, this enables NDSI to distinguish snow
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from clouds. This formula is commonly used in
snow/ice cover mapping applications as well as
glacier monitoring (Bluemarblegeo, 2019).
NDWI (5) Normalize Difference Water Index (NDWI) is
Green — NIR i i i
Normalized | NDWI = used for water bodies analysis. The index uses
Difference Gren + NIR Green and Near-Infrared (NIR) bands of
Water remote sensing images. The NDWI can
B3 — B8 - . . . .
Index NDWI = enhance water information efficiently in most
B3+ B8 cases. It is sensitive to build-up land and results
1-1 in over-estimated water bodies. The NDWI
products can be used in conjunction with NDVI
change products to assess the context of
apparent change areas (McFeeters, 1996).
NDVI (6) The Normalized Difference Vegetation Index
NIR — RED i ical indi
Normalized | NDVI = (NDVI) is a Qumerlcal indicator that uses th_e
Difference NIR + RED red and near-infrared spectral bands. NDVI is
Vegetation BS — B4 highly associated with vegetation content. High
Index NDVI = NDVI values correspond to areas that reflect
B8 + B4 more in the Near-Infrared spectrum. Higher
1-1 reflectance in the Near-Infrared (NIR)
corresponds to denser and healthier vegetation
(GU, 2019).

Attributive tables were generated for each of the raster images and were used
in diagrams to show the changes in the different points of the two electro-
tomographic permafrost profiles A and B during the six years (Fig. 6).

Results

The optical images used for the study area are from the austral summer
seasons. It is very difficult to select cloud-free optical satellite images appropriate
for continuous monitoring of the same place because Livingston Island is covered
mostly by clouds. For that reason, there are no images for the years 2018 and 2021.

The images used for the testing of different optical indices for assessment of
surface changes due to permafrost melting on Livingston Island are from
28/03/2016, 30/03/2017, 04/04/2019, 19/01/2020, 29/03/2022, 16/01/2023,
14/03/2023, 17/03/2023 and 27/03/2023.

The values of two snow and ice indices (NDSI and NDSII), one glacier index
(NDGI), one moisture stress index (MSI), one water index (NDWI), and one
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vegetation index (NDV1) were compared to confirm the results of each of the indices,
taking into consideration their typical range for a given object of observation.

The two snow-ice indices (NDSI and NDSII) show that if their values are
above 0.4, usually the object of observation is snow. The range between 0.75 and
1 indicates thick snow (as it was on 04.04.2019), and thin snow is between 0.5 — 0.7
(as it was on 28.03.2016, 30.03.2017 and 29.03.2022) (Fig. 5 a) and b)).

When the values are between 0.2 — 0.5, it means that there is a melting snow
area. That could be seen partially on 29.03.2022 in the west part of the study area,
close to the shore; on 30.03.2017 in the middle of the study area, where the
permafrost electro-tomographic profile A and partially profile B were situated; and
on 04.04.2019, which is distinguishable only by NDSII calculation (Fig. 5 b)). These
three days correspond mainly with thick or thin snow cover, but at the same time
some parts probably are partially melted and this could be confirmed by using some
of the other indices like the moisture (MSI) and water (NDWI) indices.

The other days of observation (19.01.2020, 06.01.2023, 16.01.2023,
14.03.2023, 17.03.2023, 27.03.2023) were with results below 0.2, indicating the
lack of snow covering the terrain (Fig. 5 a) and b)). However, during these days, an
increased amount of water on the terrain can be observed, which could be due to
melting processes or another, meteorological factor (Fig. 5 d) and f)).

o S

28.03.2016 30.03.2017

19.01.2020 28.03.2016

17032023 27.03.2023

30.03.2017 04.04.2019 19.01.2020

29.03.2022 16.01.2023 17.03.2023 27.03.2023

29032022 06.01.2023

87



04.04.2018

2 Eesise
28.03.2016 30.03.2017 04.04.2019 19.01.2020 28032016 30.03.2017

* ‘%‘Q

25032022 17.03.2023 27.03.2023 29032022 06.0L.2023 17.03.2023 27.03.2023

Legend NDWI

d)

¢ . 4 o
o . -,

28.03.2015 30.02.2017 04042019 19:01.202¢ 28032016 0307 04082015 19.01.2020

“ T &‘ g #
= - > =
20032022 17032023 032008

29.03.2022 06.01.2021 17.03.2023 203,202 06.01.2033

Legend MST
Legend NDYL

sor 01540

. -0 N

[ ERLEES —_— A
1

6) B

Fig. 5. Dynamics of the optical indices during the Austral summers of six different years
(2016, 2017, 2019, 2020, 2022, 2023) in the permafrost study area: a) NDSI, b) NDSI|,
c) NDGl, d) NDWI, e) NDVI and f) MSI

The NDGI gives information on whether the terrain was covered by snow-
ice when the results are above >0.45 [14]. NDGI values below <0.45 indicate ice-
mixed debris where snow is more prevalent than ice. As a result of this experiment,
the NDGI values could be divided into two main groups: above 0 to 0.1,
corresponding to no snow cover, and below <0 — for most snowy terrain (as it was
on 04.04.2019 and 29.03.2022) (Fig. 5 c)). In the days of observation, there are no
indications for ice to cover the terrain.

The NDVI could be used not only for analyzing the state of vegetation but
also for detecting snow, rocks, or water bodies. NDVI values below <-0.1 to -1
correspond to water bodies, values between -0.1 to 0 — to rocks, from 0 to 0.2 — to
snow, NDVI between 0.2 to 0.5 corresponds with shrubs and grassland, and from
0.6 to 1 — with dense vegetation or rainforest [12]. The NDVI values at 04.04.2019,
29.03.2022, and 27.03.2023, for the permafrost study area on Livingston Island, are
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in the range between 0 and 0.2 (Fig. 5 e)), indicating snow conditions, which
corresponds to the values of the NDGI, NDSI, and NDSII indices. For the other days
of observation, the NDVI values are below 0 indicating mainly rocky terrain.

The NDWI is used mostly for detecting water bodies, but also for humid or
dry surfaces. If the results are between 0.2 and 1, that corresponds with the water
surface, between 0 and 0.2 — with flooding or humidity, from -0.3 to 0 — it is about
moderately dry, non-agueous surfaces, and between -1 to -0.3 — for dry, non-aqueous
areas [12]. In this research, the highest NDWI values were approximately 0.25,
indicating temporary water bodies that could be formed due to the melting of
permafrost or recent rainfalls. Such NDVI values are typical for 28.03.2016 and
30.03.2017. Most of the other images correspond with moderate humidity between
0to 0.2 and with moderately dry surfaces. Non-aqueous surfaces are the three mostly
snowy days — 04.04.2019, 29.03.2022, and 27.03.2023 (Fig. 5 d)). As a main
conclusion, it could be seen that the less the snow, the higher the detected humidity.

The MSI is used for canopy stress analysis. The higher values indicate
greater plant water stress and, in inference, less soil moisture content. MSI and Soil
Moisture Classes below <0.2 correspond to very wet conditions, values between 0.2
and 0.7 - very moist, from 0.7 to 1.2 — moist, between 1.2 and 1.7 — slightly moist,
from 1.7 to 2.2 — slightly dry, and above >2.2 — dry soil [13]. The MSI values
between 0.2 and 0.7 in the previous research correspond to very moist conditions.
Such conditions are typical at 28.03.2016, and partially observed at 30.03.2017,
04.04.2019, 29.03.2022, and 27.03.2023 (Fig. 5 f)). The MSI values for 06.01.2023
and partially for 30.03.2017 and 27.03.2023 indicate moist conditions, and for the
other days — slightly moist to slightly dry conditions (Fig. 5 f)).

The raster images in Fig. 5 give information for the whole study area. The
specific differences between the two electro-tomographic profiles (A and B) could
be tracked through the diagrams in Fig. 6.

NDSIl (1o 1)
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Fig. 6. Dynamics of the optical indices during the Austral summers of six different years
(2016, 2017, 2019, 2020, 2022, 2023) in the two electro-tomographic profiles (A and B): a)
NDSI, b) NDSII, ¢) NDGI, d) NDWI, ) NDVI and f) MSI

The diagrams confirm the main trend of the dynamics of the tested indices.

The two snow-ice indices NDSI and NDSII, and the moisture index MSI
show almost the same trend of the two profiles (A and B) with deviation only in
point 10_1 of profile B in January 2023, characterized by a higher presence of snow
and moisture than the other parts of the profiles. The NDSI values indicate melting
snow but, at the same time, there was no snow cover in that area during that period.
So, that could be an indicator of the thawing process of the active layer of the
permafrost area.

The water index NDWI shows the highest humidity in March 2016, 2017,
and 2022 when the snow-ice indices values (NDSI and NDSII) indicate melting
snow. The combined interpretation of those three indices confirms that the observed
terrain was wet. However, these observations should be combined with meteo data,
so it could be said for sure that the snow/permafrost in the observed area was melted
during that period.

The moisture index MSI directly corresponds with the two snow-ice indices
(NDSI and NDSII). The lower the MSI is, the lower the snow indices’ values, but it
does not correspond with NDWI, which gives more information about the humidity
of the terrain, and also does not correspond with the NDSI data for melting snow.
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The vegetation index NDVI could not detect any presence of vegetation
across the study area, but showed the presence of some temporary water bodies with
values between -0.1 and -0.23 in 2016 and 2017. The highest NDVI values were
observed in the area of point 8 1 from profile A and also in point 10_3 from profile
B in January 2023. That trend is another confirmation of the probable melting
process on the surface of the study area.

Conclusions

The periglacial areas have higher dynamics in the conditions and changes of
the ground than the glacial areas. Snow is the main isolator of the permafrost and its
complete absence would be a reason for the thawing of the active layer of permafrost.
In addition, the rocky terrain facilitates the snow and ice melting and, for that reason,
they are very short-lived.

The results showed that the combination of different spectral indices gives a
better understanding of the dynamics in the condition of the terrain. The combined
use of the indices serves as some kind of verification of the results obtained. The
values of NDSI, NDSII, NDWI, NDVI, and MSI indices show a trend of intense
melting of the active layer of the permafrost periglacial area in March 2016 and 2017,
and in the period between January and mid-March 2023. The observed trend for the
latter period could be seen mostly in point 10 _1 from profile B of the electro-
tomographic profiles.

For a better understanding of the processes, it is necessary to conduct
frequent observations in February, because this is the month with the highest
temperatures during the austral summer in Antarctica. The main disadvantage of the
study is the lack of cloud-free optical images from February during all of the six
studied years, and most of all from February 2017 when the electro-tomographic
profiles A and B were installed. This disadvantage could be overcome by adding
Synthetic Aperture radar (SAR) data from the Sentinel-1 sensor in the research [15].
In addition, to better distinguish the possible factors for the observed high amount of
water content on the terrain of the studied area we need daily meteorological data.
One possible factor is the melting process of the snow cover or permafrost, but this
water could be a result of recent rainfalls.

The integration of SAR and daily meteorological data is a required asset in
our future research.
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HA INTOBBPXHOCTHMU ITPOMEHH, IOPOJAEHHU OT TOIIEHETO HA
HEPMA®POCTA HA OCTPOB JIMBUHI'CTBbH, AHTAPKTHJA

H. Anaxuesa, /[. Aséemucsan

Pe3iome
Ilenta Ha HACTOSIIIIOTO M3CIIE/IBAHE € Jla MPOYYH MOTEHIIMAJIa Ha ONITUYHUTE
CaTCJIIMTHU AAaHHU U CIICKTPAJTHUTC MHACKCH 34 OLICHKA Ha IIPOMCHUTC HAa 3€MHATa
MNOBBPXHOCT, NPECAU3BHUKAHN OT TOIICHCTO Ha nepMa(prCTa. HOB’prHOCTHI/ITe npo-
MEHH, CBBP3aHH C TOTIEHETO Ha repMadpocTa Ha 0cTpoB JIMBUHTCTHH, AHTapKTHKA,
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0sixa U3ceBaHM C IOMOLITA HA ONTHYHH CAaTEeJIMTHHU JaHHU OT CeH30pH Sentinel-2
Ha EBpomneiickata kocmuuecka arenuust (ESA). PaiionbT Ha n3cneqBaneTo chbBnaaa
C IPEIMIIHNA TEPEHHH NPOyUYBaHMA upe3 TOMOrpadCKi NpoQuin Ha eIeKTPUIECKO
CBIIPOTHUBJICHHUE, HAIIPABEHU 32 YCTAHOBSBAaHE U BU3yaJH3HpaHE Ha HAINYMETO Ha
nepmadpoct. M3nonsBaiiku mpeguMcTBaTa Ha METOAWTE 3a JTUCTaHIIMOHHO
HaOJroeHNEe M M3YMCISIBAHE HA ONTHUYHU HMHAEKCH, Oelle MpocieleHO Nalu U B
KaKBa CTEIEH ce HaOMI0AaBaT U3MEHEHHs HA MOBBPXHOCTTA M MMa JIM TOIIEHE Ha
nepmagpocta B paiioHa Ha uscienBane. [lepmogbT Ha HaOmoneHWe oOXBaia
actpanHust jJeteH ce3oH ot 2016 1o 2023 .

Pesynrarute mokaszaxa, 4e KOMOMHALUSATa OT pAas3IdYHU CIEKTPAJIHU
WHJIEKCH JaBa Mo-100po pa3dupaHe Ha MPOMEHUTE B TEPEHA U C€ BaJHIUPAT €IUH
JpyT KaTo BHJ MPOBepKa Ha nHpopManusaTa. Cropea KoMOMHALUATa OT UHIIEKCH —
HOpMaJTM3UpaH pa3iukoB uHAeKc 3a cHar (NDSI), Hopmanu3upan pa3inKoB HHIEKC
3a cusr u gen (NDSII), wopmanusupan pasiaukoB BogeH wuuaekc (NDWI),
HOpManu3upan pasiukoB BererannoHeH uHAeke (NDVI) m mHaekc Ha ctpec oT
Birara (MSI) — ce Bwkaa, 4e MMa BHCOKA TEHICHILMS 3a BEPOSTHO TOICHE Ha
aKTHBHHUS CJIOH Ha NepurjanuanHaTa 30HA Ha M3cielBaHe Ha mnepMadpocTa mpes
Mapt 2016 1 2017 r. u ot AHyapH 110 cpenara Ha Mapt 2023 1.
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Abstract

Wildfires have become increasingly prevalent and destructive in forest ecosystems
worldwide, necessitating a comprehensive understanding of post-fire recovery dynamics for effective
conservation and management. Remote sensing technology, coupled with vegetation indices such as
Normalized Burn Ratio (NBR), Normalized Difference Vegetation Index (NDVI), Green Red
Vegetation Index (GRVI), and Red Vegetation Index (RVI), offers a powerful means to investigate
these processes. In this study, we utilize remote sensing techniques to conduct a comparative analysis
of secondary ecological succession following wildfires in three distinct forest types (Coniferous,
Sclerophyll, and Mixed) of a forest affected by fire near Moguer, Spain. Through the acquisition and
analysis of multispectral satellite imagery, we monitored changes in vegetation health and recovery
across the region of interest. The NBR index allowed us to assess the severity and extent of wildfire
damage, while NDVI quantified vegetation greenness and regrowth. GRVI and RVI provided insights
into subtle variations in vegetation composition and health. We identified distinct temporal and
spatial patterns in post-fire recovery among the different forest types by applying these indices for the
period between 2017 and 2021. Our findings underscore the significance of understanding the diverse
responses of these ecosystems to wildfires. While common recovery patterns emerged, such as an
initial decrease in NDVI followed by regeneration, variations were observed in the timing and
magnitude of recovery. These distinctions are attributed to differences in species composition, fire
adaptations, and ecological processes specific to each forest type. In conclusion, the utilization of
NBR, NDVI, GRVI, and RVI indices allows for a more nuanced evaluation of post-fire recovery
dynamics.

Introduction

Wildfires have become an increasingly prevalent and destructive force in
forest ecosystems worldwide. These events have grown in both frequency and
intensity [1]. To effectively address these challenges, it is essential to gain a
comprehensive understanding of the dynamics of post-fire recovery. In this
context, remote sensing technology has emerged as an invaluable tool, allowing us
to observe and analyze these events from a broader perspective. Remote sensing
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techniques enable us to acquire data through multispectral satellite imagery,
facilitating a more detailed examination of post-fire recovery processes [2].

In this study, we aim to employ remote sensing technology and vegetation
indices to conduct a comparative analysis of secondary ecological succession
following wildfires in coniferous, sclerophyllous, and mixed forest types. By
utilizing the Normalized Burn Ratio (NBR)[3], Normalized Difference Vegetation
Index (NDVI[4], Green Red Vegetation Index (GRVI)[5], and Red Vegetation
Index (RVI)[6], we can assess the severity of wildfire damage and measure
vegetation greenness and regrowth, providing critical insights into the impact and
recovery of these ecosystems.

Normalized Burn Ratio (NBR) is commonly used to assess the severity of
burn scars and monitor post-fire vegetation recovery [7].

Normalized Difference Vegetation Index (NDVI) is widely utilized to
evaluate and monitor vegetation health and density, aiding in the assessment of
ecosystem dynamics [8].

Green-Red Vegetation Index (GRVI) is specifically designed to emphasize
the presence of green vegetation and is valuable in distinguishing plant vigor and
stress levels [6].

Ratio Vegetation Index (RVI) is often employed to measure the density
and vigor of vegetation cover, particularly in agricultural plots [6].

In this research, we are utilizing these indices to analyze the impact of a
recent wildfire on a local forest ecosystem's vegetation cover and health. By
integrating these indices, we can gain a comprehensive understanding of the post-
fire recovery process, the changes in vegetation density, and the overall ecosystem
resilience. The combination of these indices enables us to capture a holistic picture
of the complex vegetation dynamics, ensuring a more accurate assessment of the
recovery progress and facilitating informed management decisions for ecological
restoration.

The relevance and importance of this study are underscored by the urgent
need to comprehend how different forest types respond to contemporary wildfires.
Each forest type may exhibit unique patterns of post-fire recovery, influenced by
species composition, fire adaptations, and ecological processes specific to their
environment. This knowledge is critical for developing tailored strategies to
conserve and manage these ecosystems effectively.

Study area

The study area is situated close to Moguer town, in the province of Huelva,
within the autonomous community of Andalucia (Fig. 1). The fire was declared on
June 24, 2017, in Mazagoén, within the area corresponding to the municipal district
of Moguer, Huelva. It lasted a total of 10 days, and it was extinguished on July 4th.
It covers an area of 203.5 km? (20,350 ha) and is positioned at an elevation of
49 meters above sea level. Due to its location along the Huelva coastal area, the
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study area experiences a Mediterranean climate with influences from the Atlantic,
resulting in a maritime climate pattern. The annual average temperature is 19.2°C
(Moguer climate station). During summer, the average air temperature is 26°C and
the maximum values reach up to 30°C.

Moguer has dry periods in June, July, and August. On average, December
is the wettest month with 72 mm of precipitation. On average, July is the driest
month with 1 mm of precipitation. The average amount of annual precipitation is
251 mm (https://www.eltiempo.es/moguer.html).
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Fig. 1. Map depicting the study area affected by the fire declared on June 24, 2017,
in Mazagon

Data and Methods
Data and data processing

A series of multispectral satellite images were acquired from the Landsat 8
satellite for post-wildfire dates, with a spatial resolution of 60 meters. The satellite
image pre-processing steps include georeferencing, layer stacking, subseting, etc.
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Input data processing

After the pre-processing, spectral vegetation indices were calculated
(Table 1). They were used to assess the post-fire vegetation dynamics and to
analyze the secondary ecological succession in individual forest types.

Table 1. Formulas for calculating the spectral vegetation indices, used in the present study

Spectral index  Abbreviation Formula References

No_rmalized i NIR — RED
leferer]ce NDVI = NIR T RED "
Vegetation

Index
Differenced
Normalized NDVlpost—fire = NDVIpre_sire
Difference dNDVI [9]
Vegetation

Index

Normalized NIR — SWIR
Burn Ratio NBR NBR = NIR + SWIR 3]

Differenced
Normalized dNBR NB Rpre—fire — NB Rpost—fire

Burn Ratio

Green-Red GREEN — RED

. GRVI = ————
Vegetation GRVI GREEN + RED [5]
Index

Differenced
Green-Red dGRVI GRVIpost—tire = GRVIprefire

Vegetation
Index

9]

Ratio Vegetation _ RED
Index RVI RVI =1R [6]
Differenced
Ratio Vegetation dRVI
Index

RVI post—fire — RVI pre—fire

Where NIR represents near-infrared reflectance, SWIR is shortwave
infrared reflectance, Red is red band reflectance, and Green denotes green band
reflectance.
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Analysis of Ecological Succession

Temporal trend analysis was conducted to examine the changes in
vegetation over time using the computed dNBR, dNDVI, dGRVI, and dRVI
indices. Spatial pattern recognition techniques, including GIS-based analysis, were
employed to identify the spatial distribution of different successional stages in the
post-fire forest ecosystem.

Software and Tools

Data processing and analysis were carried out using the ERDAS
IMAGINE software 2014 (https://hexagon.com/products/erdas-imagine) for image
preprocessing and the ArcGIS Pro platform [10] for spatial analysis and
visualization.

This research adhered to the ethical guidelines outlined by the International
Society for Photogrammetry and Remote Sensing (ISPRS). The limitations of this
study include the reliance on satellite data with a 60-meter resolution, which may
not capture fine-scale changes in vegetation.

Results

The results are structured to provide a comprehensive understanding of the
recovery dynamics, utilizing data from a four-year period (2018-2022) and
differential indices, including NBR, NDVI, GRVI, and RVI. The results are
organized according to each forest type (coniferous, sclerophyllous, and mixed
forests), highlighting the respective recovery rates, spatial and temporal variations
on the regeneration process.

When examining the distribution of dNDVI, dNBR, dGRVI, and dRVI

values across coniferous, sclerophyll, and mixed forests over multiple years (2018-
19 to 2021-22), distinct patterns emerge, shedding light on the vegetation health
and density within these ecosystems.
The coniferous forest consistently flaunted a dNDVI range of 0.1 to 0.2, signifying
robust, healthy vegetation recovery. Higher dNDVI values were sporadic.
Contrasting this, the mixed forest showed fluctuations, ranging from low to
moderate dNDVI values. In recent years, a notable shift towards lower values has
been seen, hinting at changing vegetation health. Meanwhile, the sclerophyll forest
remained steady, maintaining moderate dNDVI values consistently. Its narrative
whispered of unwavering stability in vegetation health over time.

The dNDVI for coniferous forests predominantly favored the 0.1 to
0.2 dNDVI range throughout, suggesting a consistent presence of healthy
vegetation, while the higher dNDVI ranges remained marginal (Fig. 2).
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Fig. 2. Classification Results of Four Differential Indexes Four Years Post-Wildfire.
The figure illustrates the distinct categorization and evolution of four key differential
indexes post-wildfire over a four-year period.




The dNDVI for mixed forest type varied between 0 to 0.2 dNDVI values,
showcasing a dynamic response to environmental changes, especially with a
significant shift towards lower dNDVI values in recent years (Fig. 3). The dNDVI
for sclerophyll forest type maintained a consistent presence within moderate
dNDVI values, hinting at stable vegetation health trends over the observed years
(Fig. 4). Figure 2. Classification Results of Four Differential Indexes Four Years
Post-Wildfire. The figure illustrates the distinct categorization and evolution of
four key differential indexes post-wildfire over a four-year period.
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The dNBR for the coniferous forest showcased stability in burn severity,
primarily residing within the 0 to 0.1 and 0.1 to 0.2 dNBR ranges, indicating
minimal changes in post-fire recovery or severity (Fig. 3). The dNBR for mixed
forest type notably fluctuated between 0 to 0.3, indicating varied recovery stages or
potential environmental stressors influencing the forest (Fig. 2).

The dNBR for the sclerophyll forest type showed stability, predominantly
residing within 0 to 0.2 ranges, indicating consistent post-fire recovery or limited
variations (Fig. 3).
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Fig. 4. Trendlines through the years from 2018 to 2022 of the differencial indices dNDVI,

dNBR, dGRVI and dRVI

The dGRVI measurements for the three types of forests demonstrated
fluctuating patterns, showcasing 0.2 to 0.4 values initially, indicative of robust
vegetation recovery, particularly in grasses, within the first year. The subsequent
years displayed consistent but comparatively lower recovery rates, characterized by
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fluctuating dGRVI values, signifying a sustained yet moderated vegetation health
and density within this specialized primary growth environment (Fig. 2).

The initial high values of dRVI in certain sites during the first year
indicated robust recovery post-disturbance. However, subsequent years revealed
declining trends, with dRVI values decreasing over time and eventually reaching
negative values by the fourth year.
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This diminishing trajectory suggests an initial promising recovery that was
not sustained over the long term (Fig. 2).

The integration of dNDVI, dNBR, and dGRVI across the coniferous,
Mixed, and sclerophyll forests presents a multi-faceted understanding of these
ecosystems. While the coniferous and sclerophyll forests displayed relatively
consistent trends in vegetation health and recovery, the Mixed Forest stood out
with its pronounced variability, indicating a more dynamic response to
environmental factors or disturbances (Fig. 4).

The correlation analysis among the indices reveals distinct relationships:
a weak negative correlation (r = -0.311) between the change in dNDVI and dNBR,
hinting at a slight inverse trend between vegetation health and burn severity.
Meanwhile, a moderately positive correlation (r = 0.434) emerges between dNDVI
and dGRVI, suggesting parallel movements and potentially similar trends in
vegetation health and density changes.

The moderately positive correlation between these indices implies a more
aligned relationship between both, hinting that they may respond similarly to
changes in vegetation health.

This suggests that dGRVI might serve as a complementary indicator to
dNDVI in monitoring vegetation recovery, potentially capturing different types of
vegetation response after disturbances. However, the correlation between dNDVI
and dRVI is weak (r = 0.129), indicating a lesser association in measuring
vegetation recovery. Additionally, a weak negative correlation (r = -0.200) between
dNBR and dGRVI implies a subtle inverse relationship between burn severity and
fluctuations in vegetation health, while the correlation between dNBR and dRV1 is
negligible (r = -0.008), suggesting a lack of meaningful relationship between burn
severity and the RVI differential index in assessing recovery. This might suggest
that the dRVI measures aspects of recovery unrelated to burn severity, emphasizing
other factors influencing vegetation dynamics post-fire. Notably, a relatively strong
positive correlation (r = 0.620) between dGRVI and dRVI signifies a notable
tendency for these indices to move together, potentially reflecting similar patterns
in assessing vegetation health and density changes within the study area (Fig. 5).
This suggests that dGRVI and dRVI might capture similar aspects of vegetation
recovery, potentially providing redundant information or reinforcing each other's
assessments.

Conclusions

The comprehensive analysis spanning a four-year period from 2018 to
2022 has unearthed nuanced insights into the recovery dynamics of coniferous,
sclerophyllous, and mixed forests. Through the meticulous examination of
differential indices - NBR, NDVI, GRVI, and RVI - distinct patterns emerged,
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painting a vivid picture of vegetation health, density, and recovery post-
disturbance.

The coniferous forests boasted a consistent dNDVI range, reflecting robust
and sustained vegetation recovery, while sporadic higher values hinted at localized
vigor. Contrasting this, the mixed forests exhibited fluctuations, especially towards
lower dNDVI values in recent years, indicating evolving vegetation health.
Meanwhile, the sclerophyllous forests remained steadfast, maintaining moderate
dNDVI values, suggesting unwavering stability in vegetation health over time.

Similarly, the analysis of dNBR, dGRVI, and dRVI offered intriguing
insights. Coniferous forests showcased stability in burn severity, while the mixed
forests displayed fluctuations, hinting at varied recovery stages or environmental
stressors. Sclerophyllous forests demonstrated consistent post-fire recovery.

The correlations among these indices highlighted intriguing relationships.
A weak negative correlation between dNDVI and dNBR hinted at an inverse trend
between vegetation health and burn severity. Conversely, a moderately positive
correlation emerged between dNDVI and dGRVI, suggesting parallel movements
in vegetation health and density changes. Interestingly, the correlation between
dGRVI and dRVI indicated a notable tendency for these indices to move together,
potentially reflecting similar patterns in assessing vegetation recovery.

Looking ahead, future studies could benefit from delving into the influence
of various environmental factors, especially the dynamics of climate elements
during the research period. Accounting for these factors may provide a more
holistic understanding of vegetation dynamics post-disturbance. Conducting such
an analysis, while keeping other variables constant, could offer valuable insights
into the intricate interplay between environmental factors and vegetation recovery.
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CPABHUTEJIHU AHAJIN3U HA BTOPUYHA EKOJIOI'MYHA
CYKHECHSI CJIE T'OPCKH ITOXKAPHU B TP OTAEJIHA TUITA T'OPH.
ITPOYYBAH CJIYYAHU OT MOT'EP, UCITAHU A

. Monu, /I. Aéemucsan

Pesrome

I'opckuTe mokapy CTaBaT BCE IO-PAa3NpPOCTPAHEHH W Pa3PYLIUTETHH B
TOPCKUTE E€KOCHCTEMM II0 CBETa, KOETO Hajara LUIOCTHO pa3OupaHe Ha AHMHA-
MHUKaTa Ha BH3CTAHOBSBAHE CIieNl MOXKap 32 €EKTUBHO OMa3BaHe W YIpPaBJICHUE.
TexHonorusaTa 3a JUCTAaHIMOHHO HAOJIIOJEHHE, ChUYEeTaHa C MHIACKCH Ha pacTu-
TEJTHOCTTa KaTo HopManm3upaH koedummeHT Ha m3rapsHe (NBR), Hopmamusupan
uHIeKC Ha pasiaukuTe B pacturenHocrta (NDVI), 3eneH-uepBeH HMHIEGKC Ha
pactutenHoct (GRVI) u yepBen nnnekc Ha pactutenHoct (RVI), mpemnara MomrHo
CPEACTBO 3a HM3CIJIeIBAaHE HA TE3M NpouecH. B ToBa mpoyuyBaHe HHE H3MOJI3BaMe
TEXHUKH 32 JIMCTAaHIIMOHHO HaOII0/IeHHe, 3a J]a IPOBEEM CpaBHHUTEJICH aHAN3 Ha
BTOpHYHATA EKOJIOTHMYHA CYKIIECHsl CJIEJ TOPCKH TMOKapyu B TPU Pa3iIMuHHU THTIA
ropu (MIJIONUCTHYU, HIMPOKOJIMCTHH M CMECEHH) Ha Topa, 3acerHara OT IOoXKap
630 1o Morep, Ucnanus. Upes npunoOuBaHeTo 1 aHaIM3a HA MYJITUCIEKTPATHH
caTeJMTHU U300paKEeHUs] HUE HaOJI0JaBaxMe MPOMEHHUTE BhB BH3CTAHOBSBAHETO
Ha PacTHTEIHOCTTa B MHTepecyBamus HA peruoH. Unaexcst NBR Hu mo3Bonu na
OLIEHMM TEXECTTa W CTENEeHTa Ha IIeTHTE OT Topcku mnoxapu, nokaro NDVI
KOJINYECTBEHO OIPEJIENId 3€JIEHOCTTa M IOBTOPHHUS PACTEK HA PACTHUTEIHOCTTA.
GRVI u RVI npenocraBuxa mpeacrasa 3a GUHATE BApHAIUH B ChCTaBa U 3J[PABETO
Ha pactutenHoctTa. Hue wmpeHTuduuumpaxme pasnuuHH BpeMEBH M IPOCTpaH-
CTBEHHM MOJICIHM NIPU BB3CTAHOBABAHETO CJIEJ IOXKAp CpPed Pa3IMUHUTE THUIIOBE

105



ropH, KaTo MNPUIOKHXME TE3W HMHAEKCH 3a mepuoja mexnay 2017 r. m 2021 r.
Hammre oTkpuTHS MoAYepTaBaT 3HAYCHUETO Ha pa30MpaHETO Ha Pa3HOOOpa3HUTE
peaKIy Ha Te3W €KOCHCTEMH KBbM TOPCKUTE ToXKapu. [lokaTo ce MmosBsBaT OOIIH
MOJICJIM Ha BB3CTAaHOBSIBAHE, KaTO MbpBoHadaHO HamasiBane Ha NDVI, mocnen-
BaHO OT pereHepalus, ce HaOJIo/JaBaT Bapualli¥ BbB BPEMETO W CTEICHTAa Ha
BB3CTaHOBSBaHE. Te3W pasIuKH ce NBDKAT HAa Pa3IMKUTE BHB BHIOBHS CHCTaB,
aZanTaiuTe KbM IOXKap W CKOJOTHYHHUTE IPOIECH, CICIU(PUIHN 32 BCEKH THII
ropa. B 3akmouenne, usnomsanero Ha uHiaekcu NBR, NDVI, GRVI u RVI
MO3BOJIIBA TO-HIOAHCHpPaHA OICHKA Ha JIMHAMHKATa Ha BB3CTAHOBSBAHE CIICH
mosxap.
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Abstract

The presented study aims to apply a method for monitoring the retreat of mountain glaciers
in the Alpine region of the Swiss Alps, which consists of using optical satellite imagery and their
spectral capabilities to observe snow and ice objects on the earth’s surface. Satellite imagery with its
big legacy archive dating back to 1972 for Landsat imagery, can be of big help to track and monitor
the alpine glaciers retreat for long periods and serve as a database for modelling and predicting the
glaciers retreat in the future. By combining different satellite data processing approaches, results
have been obtained on the spatial distribution and dynamics of the Morteratsch Glacier over a period
of 51 years. The focus of the study is to track the changes that have occurred along the positions of
the ice front (terminus) in the glacier’s ablation zone to obtain information about the glacier’s
dynamics during the study period.

Introduction

The negative effects of climate change and global warming are rapidly
increasing every year worldwide, including natural phenomena such as heat waves,
droughts, extreme rainfalls, floods, rockfalls, etc. These consequences of Climate
Change are happening twice as fast, especially in the Alpine region [1], where
events such as glacier recession, reduction of snow cover, and rockfalls (driven by
the permafrost thaw) are observed.

The retreat of glaciers is well documented and is one of the major
negative effects of climate change. It provides evidence for the rise in global
temperatures since the late 19th century. Glacier retreat impacts the availability of
freshwater supplies for irrigation and domestic use, river runoffs, mountain
recreation, and animals and plants depending on glacier melt [2].

Because of the long history of optical satellite imagery of the Earth,
satellite remote sensing offers a wide variety of opportunities for mapping glacier
recession. With repeated images over time satellite remote sensing allows for the
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regular monitoring of glacier surface elevation, velocity, area, length, equilibrium
line altitude, terminus position, and more [3].

Area of interest

The Morteratsch Glacier [Fig. 1] is the largest glacier by area situated in
the Bernina Range of the Biindner Alps, Switzerland, at an altitude starting from
2040 m and reaching up to 4048 m of Piz Bernina peak. It is located in the strongly
glaciated Bernina Range on the border with Italy [4]. Morteratsch is a typical
valley glacier with a distinct terminus and its accumulation zone lies between the
peaks of Morteratsch, Bernina, Zupo, and Bellavista. Yearly length change
measurements have been recorded since 1878, when its maximum length was
8,63 km, while in 2023, it was 5,59 km [5, 6].

Morteratsch glacier study area map
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Fig. 1. Area of interest

Method and processing steps

The proposed approach in the present study involves processing of
collected optical cloudless satellite datasets within the selected time frame of
several missions: Landsat 1-2 MSS [8], Landsat 5 TM[8], Landsat 8 OLI [8] and
Sentinel-2 MSI [9]; creating RGB pseudo-composites [10] by using the Green, NIR
and MIR bands of each satellite image (except Landsat 1-2); applying of
Normalized Differential Snow Index (NDSI) as reference and measurements,
through GIS techniques, focused on the changes that occurred in the terminus
position of Morteratsch glacier over the period of 51 years. Additionally,
the changes that occurred in the size, length, and width of its ablation zone are
calculated using GIS tools. Tracking the change in the location of a glacier
terminus is a proof method of monitoring a glacier's movement based on the
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differences in positions of the terminus measured from fixed positions at different

time intervals [7].

Data use

All the temporal points of the chosen temporal period are collected during
the late-summer time around the last decade of August and the first two decades of
September, with the exception of the year 1972. The criteria for this selection of
the year are due to the past maximum solar radiation and new and fresh snowfall
typical of this altitude, which is yet to come. All the collected satellite images
within the timeframe (Table 1) are processed in a GIS environment.

Table 1. Satellite datasets for the time frame of the study

Satellite, sensor

Acquisition date

Spectral bands

Resolution (m)

Landsat 1-2 MSS

07.10.1972
13.09.1975
04.09.1980

visible, NIR

60x60

Landsat5 TM

20.08.1985
12.09.1990
16.08.1995
22.08.2000
05.09.2005
25.08.2010

NIR, SWIR,
Green

30x30

Landsat 8 OLI

10.08.2013

NIR, SWIR,
Green

30x30

Sentinel-2 MSI

26.08.2015
09.09.2016
30.08.2017
09.09.2018
04.09.2019
08.09.2020
13.09.2021
24.09.2022
08.09.2023

NIR, SWIR,
Green

10x10
20x20

109



Results

Landsat 1-2 MSS RGB pseudo-composite 3D maps with a combination of
NIR-NIR-Green bands delineating the glacier territory are shown in Fig. 2, where
the temporal point of 1972 year serves as a starting point (and as fixed position of
subsequent measurements) on the selected study period. The retreat of the glacier
ice terminus for the 1972-1980 period is estimated at about 258 m.

e 7N
;

- .

Fig. 2. Landsat 1-2 MSS RGB composites from 1972, 1975 and 1980 year

Landsat 5 TM RGB pseudo-composites 3D maps with band combination
SWIR-NIR-Green for the 1990-2000 period are shown in Fig.3. The change of the
glacier terminus of the period 1980-1990 is estimated approximately at 128 m and
for the 1990-2000 period at 146 m, respectively.

Fig. 3. Landsat 5 TM RGB composites from 1990, 1995 and 2000 year

Landsat 5 TM and Landsat 8 OLI RGB pseudo-composites 3D maps with
band combination SWIR-NIR-Green (2005-2013) are shown in Fig. 4. The change
of the glacier terminus for the decade 2000-2010 is estimated at 459 m, with a
maximum loss of 260 m for the period 2005-2010.
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Fig. 4. Landsat 5 TM RGB composites from 2005, 2010 and Landsat 8 OLI - 2013 year

Sentinel-2 MSI RGB pseudo-composites 3D maps with band combination
SWIR-NIR-Green for the years 2015, 2016, 2017, 2018, 2019, 2020, 2021, 2022,
and 2023 are shown in Fig. 5, 6, 7.

Fig. 6. Sentinel 2 MSI RGB composites from 2018, 2019 and 2020 year

The retreat of the glacier ice front for the period 2010-2015 is estimated at
385 m, for the period 2015-2019 is 240 m, and for the period 2019-2023 is 109 m.
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Fig. 7. Sentinel 2 MSI RGB composites from 2021, 2022 and 2023 year

Fig. 8 marks and graphically presents the positions of the glacier terminus
and the changes that occurred in the length of Morteratsch from 1972 to 2023.
The major retreat at a distance of about 844 m between 2000 and 2015 is easily
visible.

The total change length of the Morteratsch terminus during the study
period was approximately 1704 m. In addition, the width of the glacier measured in
conjunction with Pers glacier has decreased by 582 m, and the area of the ablation
zone (measured below the altitude line of 2600 m near the equilibrium line) of the
glacier has seized approximately 2,37 km?.

Glacier terminus positions . " . :
Dynamics of the glacier terminus (ice front) retreat
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Period of 51 years from 1972-2023 (temporal points)
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Fig. 8. Glacier terminus positions during the period 1972-2023 and graphic of its length
change inm

The area size of the glacier ablation zone that decreased throughout the
study period according to the processed data is presented as follows in Table 2.
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Table 2. Changes in the area of the Morteratsch ablation zone during the study period

Year of the study period Area in km?
1972 3,41
1990 2,16
2000 1,62
2010 1,11
2020 1,06
2023 1,04
Conclusion

During the entire study, the temporal trend of the glacier dynamics was
negative, with a change length of -1704 m. Until the year 1980, the retreat of the
terminus was 258 m, showing a high melting rate, while for 1980-1990, the rate
was slowing to 128 m per decade. For the period 1990-2000, the dynamics of the
retreat were still keeping a slow movement of 146 m per decade. During the decade
2000-2010, the dynamics had a huge movement of 459 m, and the negative trend
increased to nearly 630 m for the decade 2010-2020. Of the total length of 1704 m
of the Morteratsch terminus retreat in a period of 51 years, nearly 1200 m of it has
melted in the last 23 years, showing a trend of 52 m per year on average and
around 550 m per decade.
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NPUJTOXKEHUE HA CATEJIMTHA JAHHHU 3A MOHATOPHHI
HA IIVIAHUHCKUSA JJEJHUK MORTERATSCH, LIBEMLHTAPCKHA
AJIIIA, 3A IEPUOJ OT 51 TOAUHHU

A. Cmosanoe

Pe3rome

[IpencraBeHOTO M3CICABaHEe MMa 3a 1SN Ja MPUIOKH METOJ 3a HaOJo-
JICHE Ha HaMaJIiBaHEe TEPUTOPHUATA HA IJIAHWHCKY JIEIHUK B AMMAACKHAA PETHOH Ha
[IBeiinapckute Annu, KOUTO €€ ChCTOM B HU3IOJI3BAHE HA ONTHYHU CATEIUTHU
I/I306pa)KeHI/I$1 U TCXHUTC CHCKTpaJ'IHI/I BB3MOXHOCTH 3a Ha6JHOI[CHI/IC Ha CHC)XXHU U
JeAeHn OOEKTH Ha 3eMHaTa MOBBPXHOCT. CaTeNUTHHUTE W300paKeHHS ChC CBOS
TOJISIM HATpyIIaH apXuB, Aatupail oT 1972 r. 3a n3obpaxkennsara ot Landsat, morat
Ja ObJaT OT TOJIsIMa IMOMOII] 33 MPOCJICASBaHe U HAOJIIO/ICHUE Ha HAMAJIIBAHETO Ha
IMANACKUTE JICAHWIM 3a JIBJTH MEPHOAM W Ja CIyXaT Karo 0a3a JaHHU 3a
MOJeTMpaHe W MPOTHO3WpaHEe Ha JWHAMUKaTa Ha JemHuiuTe B Obumeme. Upes
KOMOMHHMpaHEe Ha pa3jMuYHU IOAXOJIM 3a 00pa0OTKa Ha CATCIIMTHU JaHHH ca
TIOJIYdCHH PE3YJITaTH 3a MPOCTPAHCTBEHOTO paslpeneiieHne W JUHAMHKATa Ha
nexaanka Morteratsch 3a mepuoz ot 51 roguan. @OKyCHT Ha U3CIEIBAHETO € JIa Ce
MPOCIENAT MPOMEHUTE, KOUTO Ca HACTBIIIN IO TIPOTEKEHHNE HA JIAHUKOBUS €3HK
B 30HaTa Ha monexwe Ha JICAHHMKA, 3a Jia ce Npuaooue uH(OpMAaIUs OTHOCHO
TUHAMHKATA Ha JIEAHUKA 32 U3CJIeIBAHUS TIEPUO]I.
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Abstract

In the presented article, an exemplary problem of identifying the parameters of an aircraft's
motion within the vertical plane of symmetry is solved. The data was collected by FlightGear
simulator for a Pilatus PC-9M aircraft flight case. After submitting a sequence of commands to pitch
elevator and engine thrust, the simulator records five parameters of longitudinal motion at a certain
frequency. The collected data are further used to build a state-space model of the flight through least-
squares estimation. The obtained numerical results are compared with the experimental ones and are
overlaid graphically. Charts depicting elevator angle to trim are also derived. A source code
developed in GNU Octave was applied, and the problem was solved.

Introduction

The proposed study aims to develop a mathematical model of a linear time-
invariant dynamic system by measuring input and output signals. The obtained
model can be further used to examine system response to a broader range of input
“stimuli.” In this line of thought, a relatively easy-to-implement identification
algorithm has been applied to a flight simulator model of Pilatus PC-9M in order to
study the aircraft’s longitudinal motion subject to control inputs of elevator angle
and throttle percentage. A straightforward choice of aircraft properties to look into
includes but is not limited to dynamic stability. Another important property is
stick-fixed stability, which yields the elevator angular deflection to trim the aircraft
at certain velocities and mass center locations.

The insufficiency of both analytical and experimental data with regard to
PC-9M flying and maneuvering characteristics is somewhat significant and
understandable. Presumably, one reason might be the military objectives the
aircraft is meant to fulfill. The paper goes a short way towards filling that gap
provided the model borrowed from FlightGear flight simulator, [1] is plausible
enough for the obtained results to be credible and true.
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System identification

The objective of system identification is to build up a mathematical model
of a linear time-invariant system on the basis of observations. The model could be
derived in both time and frequency domains and might be further used to look into
the system response to different inputs. In the current study, preference is given to
time domain analysis for simplicity reasons. In order to keep away from underlying
complex theory, the employed system identification algorithm is solely described.

Consider the following state-space model of aircraft motion:

X = Ax+Bu

(1) ii)'(dtzX(H)—X(to):A}th+B}Udt

f f f

State variables x are gathered during the numerical experiment from time to = 0 to
t;. Control inputs u have been assigned in advance. In eq. (1), matrices A and B are
unknown. Sufficient measurements are available for all system states for the
augmented matrix ||A BJ| to be estimated through the least squares approach as
demonstrated in the thesis [2], for instance.

Y=AX=|A B|X

At 2At nAt

J' xdt _[ xdt .. .[ xdt
0 0 0

2At nAt

@  Y=[x(at) x(2at) .. x(nat)] X =|°
_[udt _[udt J.udt
0 0 0

A:YXT(XXT)'l

In Fig. 1, a multistep control input to the system is depicted. Pulses with
alternating widths, according to rule 3-2-1-1, are passed to the elevator.
The throttle receives two-sided pulses with equal widths. The sampling frequency
is 20 Hz and the total integration time is 20 sec. The weather conditions are set to
the simplest possible. The aircraft is brought to a steady horizontal flight using the
FlightGear native autopilot. Only then can the measurement begin. The control
inputs are stored in a text file and passed to the simulator utilizing Yet Another
Terminal, [3], a serial monitoring utility. A delay of 1000 ms is added to each line.
The connection between the simulator and the serial monitor utility is established
by UDP protocol.
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Elevator, deg Throttle, %

Fig. 1. Control inputs: elevator (left) and throttle

Elevator angle to trim

The PC-9M model has been produced using the Aeromatic++ utility, which
comes with every JSBSim distribution [4]. A *.param file containing some basic
data is required in advance for the utility to generate project files. The outcome is
elaborate *.xml files containing data about airplane and engine performance, mass
and balance, flight dynamics, control systems, etc. For example, the lift coefficient
data shown in Fig. 2 might also be found in the main configuration PC-9M.xml file
(<function name="aero/force/Lift_alpha">). In Fig. 2, a small fraction of the lift
coefficient chart is shown according to angle of attack variation, deg. The lift
coefficient data have been suggested by Holfman and Culp [5] and implemented in
the configuration PC-9M.xml file in the JSBSim/aircraft directory. The curve slope
was determined to be 5.218235 radl. Savov and Marinov quote similar
experimental results in paper [6] as follows: 5.01 rad* @ M = 0.4 and
6.2 rad ! @ M = 0.6, which agrees well with the aforementioned data.

N

coefficient

Fig. 2. Lift coefficient vs. angle of attack (deg), PC-9M.xml model
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An input *.xml script is passed to the JSBSim executable as a command
line option. Among other important lines, the script contains the so-called events
for the program to execute. An exemplary event to point out is basic aircraft
trimming carried out after setting the property “simulation / do_simple_trim” to a
specified step value, exponential approach, or ramp. For example, consider the
following line <set name="simulation/do_simple_trim" value="1"/>. JSBSim
works out the elevator angle to trim the aircraft (stick fixed) at a given altitude and
airspeed. Exemplary scripts are available in the JSBSim installation directory.
A good tutorial on the matter still exists and might be found in the link [7]. An
extensive description of xml schema used by JSBSim is available in the link [8].

It is somewhat important to mention that JSBSim succeeded in solving the
assigned task for velocity values of 180 kts or less.

FlightGear photo realism

A project called FlightGear PhotoScenery, uploaded in link [9], allows the
user to overlay existing scenery textures with realistic satellite orthophotos
whenever available at the aircraft current longitude and latitude.
A Python script downloads the requested scenery tile from specific ArcGIS servers
[10]. In the FlightGear splash screen, tiles location on the drive must be specified
in the relevant text box (Add-ons/Additional scenery folders). Photo realistic
ability is invoked in the flight simulator environment by the View/Rendering
Options/Satellite Photoscenery dialog. In Fig. 3, PC-9M flying over LB41
(ICAO ID) airstrip is shown in order to make a comparison between realistic and
default textures. In the left half, credible environmental features, such as the
SuperMoto circuit “Dolna Mitropolia — Pleven,” are clearly distinguishable.

Fig. 3. PC-9M flying over LB41. The left half depicts a photo realistic scenery.
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Results

In Fig. 4, results obtained after system identification completion are shown.
The identified data are computed using a script developed in the GNU Octave
environment [11]. The state vector is ||V, o, q, 6, H||, i.e., total velocity, angle of
attack, pitch rate, pitch angle, and altitude. The control input is ||6e, dth||, i.e.,
elevator and throttle, according to Fig. 1. The script used to work out the humerical
solution might be found in Appendix 1 alongside an extract of the input data file,
Appendix 2. Initial conditions could be read in the first line of the file containing
gathered data. An extract of the input file (raw data) can be seen in Appendix 2.

328 05
326 A 0 A
9 324 ™. 8 05 vl
=y | 1
@ 322 -1 . o——
£ 320 . £ 15 \ J' [
> 318 / 2 2 1
316 ,_;// ® o5 o= Y
314 -3
0 5 10 15 20 0 5 10 15 20
time, sec time, sec
6 2
o 4 Ih "?‘:I'w, o 0 |
8 2 o (Y S 2l =
sob— lr—— 3 N
= 2 '{/&7 ||\ Y E -4 / \j\
O 4 v = 6 /
-6 -8
0 5 10 15 20 0 5 10 15 20
time, sec time, sec
1480
1460
3 1440
£ 1420 —— identified data
T 1400 A
1380 —— logged data
1360
1340
0 5 10 15 20
time, sec

Fig. 4. Recorded and identified data

The number of samples acquired is ~400, i.e., the sampling frequency is
20 Hz and total integration time is 20 sec, as it was already mentioned. It yields an
integration interval long enough for the identified data to match the collected ones

with sufficient precision.
In Fig. 5, a screenshot taken from the GNU Octave console window shows

elements of the augmented matrix A= ||A B|| according to eq. (2).
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>> s5Ys

sys.a =
x1l x2 ®3 x4 x5
x1l -0.06688 -9.227 -29.86 -35.75 -0.00552%
x2 9.58%e-05 -1.588 1.021 0.02475 8.99%e-05
x3 -0.004134 -11.76 -2.246 0.1361 -0.0006117
x4 0.00143% -0.008806 1.135 0.0451% 0.0001737
=5 0.2025 -28%.2 32.65 325 0.01836
sys.b =
ul uz2
x1 -95.88 1.465
x2 -0.08787 0.005515
x3 -13.95 -0.5265
x4 0.2332 0.01e32
x5 124.3 9.932
sys.c =

vi 0o 0

Continuous—-time model.
>

Fig. 5. Results reported by GNU Octave

In Fig. 6, results reported by JSBSim after doing a simple trim are shown.

Curves are drawn for various values of flight speed and center of gravity location.
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Conclusion

The identified model precision might be improved further by tuning both
the integration step and interval (data gathering time). It takes numerous
experiments to guess the right settings, though. The “trial and error” approach is a
last resort for no evident rule exists with regard to what the best choice of settings
might be. Additional experiments are to be carried out with derived model to verify
its feasibility including test flights onboard the real machine.

References

1. https://www.flightgear.org/

2. Cetin, E., System Identification and Control of a Fixed Wing Aircraft by Using Flight
Data Obtained From X-Plane Flight Simulator, M.Sc. thesis, Middle East Technical
University, 2018

3. https://sourceforge.net/projects/y-a-terminal/

4. https://github.com/JSBSim-Team/jsbsim/releases

5. http://mirrors.ibiblio.org/flightgear/ftp/Aircraft/PC-9M.zip

6. Savov, V., A. Marinov, Aerodynamic Characteristics Calculation of Pilatus-9M Aircraft
during Longitudinal and Lateral Motion, Proceedings of Scientific Conference “40 Years
since a Man Stepped on the Moon and 30 Years since the First Bulgarian Cosmonaut
Flight,” p.p. 66-71, vol. 1, Air Force Academy, Dolna Mitropolia, 2009, in Bulgarian

7. http://www.holycows.net/JSBSim/index.htm

8. http://jsbsim.sf.net/JSBSimScript.xsd

9. https://github.com/nathanielwarner/flightgear-photoscenery

10. https://services.arcgisonline.com/arcgis/rest/services/World_Imagery/MapServer/
11.https://octave.org/

Appendix 1. Source code in GNU Octave for system identification

>> pkg load control
clear;
t = 0.:.05:20.;
[r, c] = size(t);
xfile = dlmread('in.csv', ',', 1, 0); % CSV file with data
x = zeros(7,c); Fill in data
for i=1:7
x(1i,:) = xfile(:,1);
end
Elevator and throttle inputs
x(6,:) = x(6,:)*pi/180.; x(7,:) = x(7,:)/100.;
x0 = zeros(l, 5); x0 = x(:,1); Vector of initial conditions
for i=1:5 vV (ft/s), o (rad), g (rad/s), © (rad), H asl (ft)
X(i,:) = x(i,:) - x(i,1);
end
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X = zeros(7,c);
% Trapezoidal numerical integration
for j = 1:7
for 1 = 1l:c
X(j,1) = trapz(t(l:1),x(3,1:1));
end
end
Y = zeros(5,c); Y = x(1:5,:);
a = Y*X'*inv (X*X');
A = zeros(5,5); A(:,:) = a(:,[1:51);
B = zeros(5,2); B(:,:) = a(:,[6:7]);
¢c=1[(1., 0., 0., 0., 0.]; D= [0., 0.];
sys = ss(A,B,C,D);
ly,t,z] = lsim(sys,x([6,7],:)",t);
Revert initial conditions
for i=1:5
if i == 2 || 1 == [l 1 == 4
z(:,1) = z(:,1)*180./pi;
x(i,:) = x(i,:)*180./pi;
end
z(:,1) = z(:,1)+x0(1);
X(il:) _X(j-l ) O(l)r
end
Appendix 2. A few lines extracted from the input file
A B e D E F G
1 |V_{Total} (ft/s) Alpha(rad) Q(rad/s) Theta (rad)  Altitude ASL(ft) Elevator, deg Throttle, %
2 | 314978696 -0.022108261 -0.000324947 -0.020274211 1464.838392 [i] 1]
3 | 314.9776457 -0.022108982 -0.000369167 -0.020250665 1464.852321 [i] 0
4 | 314.9766597 -0.022111421 -0.000404546 -0.020309048 1464.866002 1] 0
3 | 314.9758003 -0.022115363 -0.000444505 -0.020329195 1464.8759432 1] 1]
G | 314.9751434 -0.022121083 -0.000435619 -0.020351434 1464.892604 1] 0
T | 314.9747671 -0.02212%122 -0.000562202 -0.020376434 1464.905511 ] 0
8 | 314.9747416 -0.022140088 -0.000644654 -0.020405068 1464.918141 [i] 1]
9| 314.9750814 -0.022154479 -0.000739169 -0.020437945 1464.93048 1] 0
10 314.9757056 -0.022172445 -0.000837242  -0.020475539 1464.942509 1] 1]
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NIEHTUOUKALIUSA HA TAPAMETPUTE HA HAJIUI'B)KHOTO
JABUXKEHUE HA CAMOJIET I1O JAHHH OT ®JAUT CUMYJIATOP

K. Memooues

Pe3rome

B HacrosimaTa cTaTus € peleHa mpuMepHa 3a1ada 3a WAeHTH(GUKAIUS Ha
napaMeTpUTe Ha JBH)KECHHUE Ha CaMOJIET BbB BepPTHUKAIHATA PaBHUHA HA CHMETpHSL.
Jauuute ca crOpanu ot cumynatop FlightGear 3a ciyuaii Ha mosieT Ha caMoJeT
Pilatus PC-9M. Cren nojaBane Ha MOCICIOBATEIIHOCT OT KOMAaHAM KbM KOPMH-
JIOTO 32 BUCOYMHA U TATATA HA ABUrATENsl, CHMYJIATOPHT PETHCTPUpA C ONpeecHa
Y4eCcToTa IEeT MapamMeTbpa Ha HATBKHOTO [BWKeHHe. ChOpaHWUTE ITaHHH Ce
M3IOJI3BAT 33 MOCTPOsIBAHE HA MOJEN Ha IMOJIETa B MPOCTPAHCTBO HAa CHCTOSHUATA
ype3 OLCHKa II0 METoJa Ha Hai-mankuTe KsaapaTd. llosmydeHure yucneHu
pe3ynTaTH ca CBEPCHH C EKCICPHMMEHTAIHHTE M Ca TOKa3aHH B rpadUucH BHUIL.
BanaHCHpOBBYHUTE KPUBM Ha KOPMHJIOTO 32 BHCOYHHA Ca JOMBJIHUTEIHO
onpenenceHu. [Ipunoxen e copc-koq Ha GNU Octave, ¢ momorira Ha KOWTO €
peliieHa mocTaBeHaTa 3aaJa.
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Abstract

Hybrid unmanned aerial vehicles are vehicles that employ more than one type of energy
delivery system for powered flight. Hybrid drones are not restricted to using electrical power.
Nevertheless, most such drones employ electric propulsion by implementing brushless three-phase
electrical motors in their rotors due to the inherent high efficiency and ease of control of such devices.

Electrical energy for the motors is supplied by various sources such as batteries, hydrogen
fuel cells, internal combustion engine electrical generators, etc. The current battery technology offers
flight times from 10 minutes to 2 hours, depending on the payload and drone design. For longer flight
times, a hybrid power system is required. The common hybrid drone design involves a combination of
batteries and an internal combustion engine electrical generator.

The current article introduces two novel hybrid unmanned aerial vehicle designs. The first
exhibits improved efficiency due to the implementation of a hybrid power system powering two
horizontal tandem counter-rotating direct driven rotors and at least four electrically driven smaller
horizontal attitude control rotors. The second presented herein invention offers the addition of a
horizontal rotor or rotors, rendering the design a compound multicopter. The vertical rotor or rotors
are also direct driven improving efficiency.

Introduction

Hybrid unmanned aerial vehicles (UAVS) are drones that utilize more than
a single type of energy delivery system to enable the powered flight of the vehicle.

Although hybrid UAVs are not limited to electrical propulsion systems, most
such vehicles rely solely on electric propulsion based on brushless three-phase
electric motors. Brushless electric motors exhibit high efficiency and are easy to
control.

The electrical energy supply for the motors is delivered from different
sources such as batteries, hydrogen fuel cells, internal combustion engine electrical
generators, etc. The current battery technology, most commonly used, is Li-ion or
Li-poly batteries, securing energy densities in the range of 200-250 Wh/kg and flight
times from 10 minutes to 2 hours, depending on the payload and drone design.

124


https://doi.org/10.3897/arb.v36.e11

The most common hybrid drone combines batteries with an internal
combustion engine generator [1-3]. The second most common variant employs a
hydrogen fuel cell [4-5].

Internal combustion engine-based generators are cheaper in comparison
with hydrogen fuel cells. Hence, these are implemented in the overwhelming number
of hybrid drone cases. Two-stroke and four-stroke engines are common in such
scenarios, although the four-stroke solutions are heavier. Despite their higher energy
efficiency, they offer shorter flight times than the two-stroke designs. By running the
internal combustion engine, the coupled electrical generator produces electrical
energy that powers the electrical motors. The excess electrical energy produced by
the generator is stored in a buffer on-board battery. During power surges, high
currents are drawn from the battery. The latter is also employed in cases of
emergency when the generator of the internal combustion engine fails.

It should be mentioned that besides hybrid unmanned aerial vehicles, land
and sea-based drones powered by hybrid power supplies exist [6].

The current article introduces novel hybrid unmanned aerial vehicles
employing improved efficiency due to not only a hybrid power system but also a
hybrid propulsion system.
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Fig. 1. Double-hybrid unmanned aerial vehicle, model XZ-15
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Double-hybrid UAVs

A hybrid drone has many power sources and a single propulsion, namely
brushless electrical motors. A double-hybrid adds a multitude of propulsion systems.
The current material introduces two novel hybrid drone designs offering not only
hybrid power sources but also hybrid propeller propulsion systems involving both
propellers driven by brushless electrical motors and direct drive propellers. The
efficiency of the power output of the directly driven propellers is significantly higher
than that of the electrical motors coupled propellers due to the lack of power
conversion through generators and motors, but their controllability is poor. On the
other hand, the control of the brushless electrical motors is superior. By combining
both types of propulsion and implementing the brushless electrical motor-driven
propellers only for attitude control of the drone, we achieve higher flight efficiency,
which translates into longer flight times, heavier payloads, longer ranges, etc.

Herein, we present two innovations: a hybrid multicopter having a tandem
of direct-driven rotors and four electrically driven rotors [7] (see Fig. 1). The second
invention is a similar design but with added vertical rotors for high-speed flight, thus
creating the so-called compound multirotor [8] (see Fig. 2).

Double-hybrid hexa-rotor

The double-hybrid design shown in Fig. 1 is the model XZ-15 of the XZ
unmanned aerial vehicle series developed at the Space Research and Technology
Institute — Bulgarian Academy of Sciences in 2019. The model is a hexa-rotor
multicopter having two major rotors positioned in the middle of the fuselage in
counter-rotating co-planar tandem and four smaller rotors mounted at the airframe’s
corners. The large centre rotors are driven directly by the on-board internal
combustion engine. This engine may be any type, but for higher efficiency, a two-
stroke diesel engine or a four-stroke petrol variant may be employed. The XZ-15
UAV may be used for camera observations, remote sensing, cargo delivery, etc.

Another innovation is the positioning of the two large rotors, which are
mounted under the fuselage, thus ensuring higher flight efficiency. This higher
efficiency is due to unobstructed by the fuselage’s high-speed airflow accelerated by
the two major rotors. The two major rotors create the majority of the lift. They
employ fixed-pitch propellers for simplicity, reliability, and weight savings and thus
are unable to offer attitude control. The latter is secured by adding a minimum of
four electrically driven rotors (in Fig. 1, there are four additional rotors). These
electrically driven rotors are powered by the hybrid drone’s power system. An
electrical generator is coupled to the internal combustion engine and generates
electrical power. The electrically driven rotors, using brushless three-phase motors,
offer fast response and appropriate attitude control of the aerial vehicle.

Earlier inventions of double-hybrid UAVs do exist, such as the hybrid
unmanned aerial vehicle having a single major rotor directly driven by an internal
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combustion engine and an additional four smaller electrically driven rotors [9]. This
design is inferior to XZ-15 due to the implementation of a single major rotor instead
of a counter-rotating tandem of rotors. This configuration offers lower efficiency.
Another drawback of the previous designs is the standard mounting of the rotors over
the fuselage, which yields lower efficiency.

Another earlier invention of a hybrid power plant for UAVs is presented in
[10], where the concrete drone design is not disclosed.

The major drawback of previous designs is the lower efficiency due to the
mounting of rotors over the airframe. Such an approach predisposes the high-speed
rotor airflow to create drag in a downward direction when meeting the fuselage.
Thus, the drone exhibits increased dynamic pressure, and consequently, higher
power is required to sustain flight. A number of drawbacks follow, such as shorter
range and flight times, less payload weight available, etc. The previous design’s
single major rotor approach creates a reactive moment that needs to be counteracted
by the smaller electrically driven rotors, but their efficiency is much lower; thus,
power is wasted. The tandem counter-rotating design creates virtually no reactive
moment in the vertical axis.

XZ-15 (Fig.1) is based on a rectangular airframe constructed in the
horizontal plane. All rotors are horizontal. The major tandem rotors are directly
driven through shafts from the internal combustion engine. The latter also drives two
electrical generators. Two generators are proposed, instead of one, for redundancy
and reliability. The generators provide electrical power for the four corner-mounted
rotors and also to charge a buffer secondary battery. The drone also carries a payload.

Double-hybrid compound multicopter

In Fig. 2 is presented the double-hybrid compound multicopter design
XZ-15C of the XZ unmanned aerial vehicle series. This model was developed in
2023 again at Space Research and Technology Institute — Bulgarian Academy of
Sciences. The model is a septa-rotor multicopter design that differs from the XZ-15
in that it only has an additional seventh vertical rotor mounted at the tail of the
fuselage. This additional rotor is directly driven from the internal combustion engine
through a shaft and a clutch. The benefit of mounting vertical rotors in multicopters
is that such multicopters achieve higher horizontal speeds. This type of multicopters
is called compound multicopters. Another benefit is that the efficiency of horizontal
flight increases due to lower aerodynamic drag of the fuselage and increased
efficiency of the production of horizontal aerodynamic propulsion forces.
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Fig. 2. Double-hybrid compound unmanned aerial vehicle XZ-15C

Conclusions

The introduction of directly driven tandem horizontal rotors in hybrid
multicopters increases the efficiency of flight and thus prolongs flight time, extends
range, and makes possible the transport of larger and heavier payloads. Further, by
implementing vertical directly driven rotors in hybrid multicopters established the
class of hybrid compound multicopters exhibiting superior performance to any other
hybrid multicopter in terms of horizontal speed and efficiency of the horizontal
flight.
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KOHCTPYKIUU HA XUBPUJIHU MYJTUKOIITEPU
C. 3a0yHos, I'. Mapaupocsn

Pe3iome

XI/I6pI/I)_'[HI/ITe 663HI/IJ’IOTHI/I JICTATCJIHU allapaTy U310JI3BAaT MOBCYC OT CAUH
BH/JI U3TOYHHUIM Ha MOIIIHOCT 3a OCUT'YpsIBaHE Ha rmojieta. XUOpUIAHHUTE APOHOBE HE
Ca OrpaHHMYCHU OO0 HU3MO0J3BAHC CaAMO Ha CJICKTPHUYCCKA MOIIHOCT. B’preKI/I TOBa
MOBCYCTO TaKMBa APOHOBEC pa3yuTAT HAa CJICKTPHUYCCKA CHCPIUAd U 663KOJ’IeKTOpHI/I
Tpuda3HU eNeKTPOJBUTATENIM 3a 3aJIBIXKBAHE HA POTOPHUTE, TOPATU BHCOKHSI
KOG(i)I/IIII/IeHT Ha ITOJIC3HO HCfICTBI/IG HA TO3W BHUJ ABUTATCIIN U HE CIOXHOTO UM
YIpaBJICHUC. EHCKTpI/I‘leCKa MOIIHOCT 34 3aIBU’KBAHC HAa MOTOPUTC CC MTPEAOCTABA
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OT pa3HOOOpa3HM H3TOUYHUIM KaTo OaTepuH, BOAOPONHU TOPHUBHHU KIETKH,
JBUTaTeN C BBTPEIIHO TOpEHE, CBBbP3aHH C EJIEKTPUYECKH TEeHepaToph U Jp.
Texymure TEXHOIOTHU Ha €IEKTPUYECKH MYITHKONITEPH ITPEAJIarat MoJeTHO BpeMe
or 10 MuHYTH 10 2 HYaca, B 3aBHCMMOCT OT JW3aifHa Ha JIETATENHHA amapar. 3a
MOCTUTaHe Ha TO-IBJTO TOJIETHO BpPEME Ce Hajara HM3IOJI3BaHETO Ha XHOpHIHa
eHepruiiHa cucrema. CTaHIAPTHUAT AN3AiH Ha XUOPHICH APOH BKIIFOUBA JIBUTATEI
C BBTPEIIHO TOPEHE, 3aIBIKBALL CIICKTPHIECKN TCHEPATOP.

HacrosmaTa cratust npeacTass JBa MHOBATUBHU XUOPHUIHN MYJITHKONTEPA.
[IepBOTO M300pEeTeHHE rapaHTHpa MOJOOpEH KOS(PUIHUEHT Ha IOJIE3HO ACHCTBHE
MOpaJIM U3MOJI3BaHE Ha XMOPU/IHA CHEPTUifHA CUCTEMA U IBa XOPU30HTAIHU POTOpa,
BBPTSAIIM CE B MPOTHUBOIOJIOKHN [TOCOKH W 33JBI)KBAHH JIUPEKTHO OT JABHIATENA C
BBTPEIIHO TOpeHe. YTPaBICHUETO Ha MOJeTa ¢ M3BHPIIBA OT HAN-MAaNKO YETHPH
JOIBJIHUTEIHU POTOPA, 3aJJBIKBAHU OT EJIEKTpOABHraTesn. Broporo n3obperenue
npejsara JOMBIHUTENICH BEPTHKAIECH POTOP M Taka IPEeBPbIIAa KOHCTPYKIUATA B
XHOPUICH CBHCTaBEH MYJTHKONTEp. BEpTUKANHUAT POTOp € ChHINO AUPEKTHO
3aABUKBAH OT ABUTATCIIA C BTPCIIHO 'OPCHE.
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Abstract

The paper proposes innovative modern solutions for an integrated mobile monitoring
system with elements of artificial intelligence in the Internet environment based on a mobile
communication-information system for collecting, aggregating, processing, and presenting in real-
time streams of information objects. It presents the management of communication networks to
optimize the transport and processing of information objects based on discrete-event data flow
representation and modeling with a hierarchical structure. Qualitative aspects are considered for
networks designed for monitoring and notification of geophysical, climatic, and other natural
phenomena as well as for anthropogenic systems. A comparison of centralized and decentralized
management capabilities is made, as well as the state of the art of network technologies and the
possibilities for practical implementation in different network architectures.

Introduction

Critical infrastructure (CI), considered a complex hierarchical system
structured in elements, connections, and relationships between them, has a
systemic goal (desired systemic property, result) of building and improving its
management and protection [1]. The three main components of Cl management are
organization, communication and information support, and information.
Management support encompasses all personnel, systems, and force resources that
support the delivery, transport, and processing of information flows provided by
specific system functions of the information system. The primary purpose of
management support is to enhance the ability to make and implement decisions.
Important elements of management support are the information systems,
equipment, software, and infrastructure that enable the management of the system
and the identified resources. These systems further help the manager monitor and
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influence his resources through the hierarchical chain. The CI protection and
management system functions as a set of subsystems with unified management,
providing specific objectives with their own information space (ISp). The ISp is a
set of information resources and infrastructures for information access with
structuring, navigation, and transport capabilities.

The critical infrastructure monitoring information system (CIMIS), which
provides the information necessary to achieve the system goals, is an information
space in which all the elements support the management processes functions. Its
components have a certain structure and hierarchy, which provide a connection
with one or more information subsystems for CI protection. An information system
(IS) is a set of interconnected means, methods, and personnel that are used to store,
process, and provide information, knowledge, and digital services [2] to achieve a
set goal. In a narrow sense of the concept, IS is considered an information cluster,
which is a set of information blocks with signs of a grouping of elements.

The management of the monitoring information system (MIS) must be
carried out uniquely within the monitoring system structure, and the results must be
presented in other subsystems with the necessary level of security to protect the
information. If information from other sources outside the MIS (e.g., satellite
information or open sources) is required for Cl protection purposes, it should be in
the form of an information service [3].

Access to reliable, accurate, and timely information at all levels of society
is critical just before, during, and after a disaster. Without information, people and
institutions are often forced to make critical decisions based on fragmented,
contradictory messages or on the basis of "guesswork". Information on disaster risk
and subsequent events should also be made available to the general public as one of
the stakeholders in the disaster risk management process. Information and
communication technologies (ICTs) have advantages in information dissemination
and management that can and should be used to improve disaster and emergency
risk management.

Communication-Information Monitoring System

The system-information approach focuses on the processes of receiving,
transporting, processing, and presenting information in the system and its
interaction with the external environment and critical infrastructure protection
subsystems. This information interaction implies the construction of monitoring as
a communication and information system (CIS) [4]. An organizational-structural
approach defines a CIS as a set of technical (including communication means,
border protection devices, cryptographic means, and signal distribution medium
within the system boundaries) and programmatic means, methods, procedures, and
personnel organized to perform one or several of the functions of creating,
processing, using, storing, and exchanging (classified) information in electronic
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form. CIS is a complex distributed spatio-temporal discrete-event system that
includes in its structure two interconnected subsystems (communication and
information), which are created for the purpose of transporting and processing
flows of information objects [5]. The information object streams are of different
subjects and enter the CIS system from different sources in or related to
the CI areas. The purpose of CIMIS is to detect, classify, identify, and monitor
Cl-related events in a timely manner and provide real-time situational awareness to
support CI protection decision-making.

Event-oriented CIS include hardware and software components that
operate simultaneously in different domains of interconnected communication
environments, with the use of events as the main object to organize the dynamic
communication between components and adapt the structure to the data flow
parameters. The dynamics of these systems are related to the occurrence of
physical events at previously unknown, irregular moments of time. In general, an
event is referred to as a change of state of the system in the discrete state space.
Various information flows are formed in a CIS for monitoring and control
purposes. For the users of the system, changes in monitoring parameters directly
related to CI protection or events related to disasters, accidents, and catastrophes
are of interest. For the purpose of maintaining the functional characteristics of the
CIS and for the system operator, the information flows resulting from the
interaction and interdependence of the CIS with other ISp elements and directly
related to the management of the CIS are important. Only information flows related
to Cl monitoring will be the subject of this paper.

The architecture of data stream processing systems links the
communication environment and network transport to information processing,
including its aggregation for complex event processing in large systems. These
systems are communication and information systems (CIS) insofar as the viewpoint
and approach are from the network layer side of the communication model. From
the perspective of the application layer of the network model (OSI, TCP/IP), the
formation, movement, transformation, processing, and presentation of information
objects give rise to the simultaneous use of the term information-communication
system (ICS). Data flow can be viewed as information about events or things that
have happened within an external system or domain. The same term is also used to
refer to the object that represents what has happened in the ICS. Event-driven ICSs
include hardware and software components that operate simultaneously across
domains in interconnected communication environments, with the use of events as
the primary object to organize dynamic communication between components and
adapt the structure to the parameters of the data stream.
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Cognitive (rational-mental segment) of the monitoring system

The need for diverse, timely, accurate, and adequate information on the
state of CI and for making timely management decisions related to the prevention
of the possible consequences of various contingencies leads to the need for the use
of information systems (IS) that monitor the various possible states of ClI, the
various influences on it, as well as its behavior patterns. Moreover, the more
different information-gathering systems there are, the greater the reliability of the
information obtained.

Creating an IS for decision support based on emergency forecasting that
combines problem solving for all types of natural and man-made emergencies [6]
and allows for rapid response is an important and labor-intensive task. At the same
time, the use of different monitoring systems necessitates the development of a
conceptual approach to form a unified information space (U1Sp) of CI.

In this case, the UISp is a set of information tools and resources integrated
into a single system, namely:

¢ its own information resources (document sets, databases and data banks,
archives of all kinds, etc. containing information recorded on appropriate media);

¢ network and special software;

o telecommunications network (distributed corporate computer networks,
telecommunications networks and systems for special and general use, data
transmission networks and channels, means of switching and managing
information flows).

Principally, IS is implemented on two levels:

e As an automated workplace (AWP) using a computer.

e In the form of a local computing network, connecting two to several
computers (workstations) and peripherals within the CI to access common
resources and exchange information.

In practice, it is possible to distinguish between natural, technogenic, and
natural-technogenic emergencies. For all three classes of emergencies, it is first and
foremost necessary to address the problems of early forecasting. When
emergencies occur, it is necessary to make forecasts of their development and
consequences. It is recommended that the whole IS structure be divided into three
subsystems, each of which performs its functions:

The emergency prediction subsystem meets the following functional
requirements:

e Provide analysis of monitoring and forecast information on the sources
of accidents;

o Develop forecasts for the occurrence and development of emergencies;

e Provide for the creation and maintenance of a database of forecasts of
the occurrence and development of emergencies and the data to substantiate them;
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e Ensure monitoring and forecast data processing to identify new, more
effective predictive relationships between emergency sources, their causes,
conditions, and development parameters.

The subsystem for forecasting the consequences of man-made accidents
meets the requirements:

e Provide predictive analysis of consequence assessment data and
predictions;

o Develop forecasts of the consequences of man-made accidents;

e Ensure the establishment and maintenance of a database of forecasts of
the consequences of man-made accidents and their degree of substantiation;

e Ensure the processing of monitoring and forecast data to establish new,
more effective predictive relationships between the parameters and conditions for
the occurrence, development, and progression of man-made accidents and their
consequences.

The compliant decision support subsystem:

o Present forecasts of emergency occurrence and development in the form
of forecast bulletins for management review and approval;

e Ensure the preparation of regulatory documentation for sites;

e Ensure the production of documents required by the rapid response
services.

The following methods may be used to assess the consequences of
emergencies:

e Assessment of the consequences of accidents in fire- and explosion-
hazardous facilities;

e Prediction and assessment of the medical consequences of accidents in
explosive and fire-hazardous installations;

e Prediction of the magnitude of contamination with highly toxic
substances in accidents (destruction) of chemically hazardous facilities and
transport;

e Prediction of possible accidents, catastrophes, and natural disasters;

e Damage assessment of emergencies of technogenic, natural, and
terrorist nature, as well as classification and reporting of emergencies.

Figure 1 shows a typical functional diagram of a decision support system
based on emergency monitoring and forecasting, which includes developed base
software.
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Fig. 1. Functional diagram of a decision support system information

The state must have a disaster information strategy to provide information
that can be used for pre-disaster preparation, emergency response during a disaster,
and damage and loss assessment, recovery, and reconstruction after a disaster [7].
Such baseline information can be gathered through careful mapping of risk areas
and assessment of regions prone to major disasters.

Data are measurements or observations with variable magnitude (e.g.,
population size), classes (e.g., ethnic groups), or images (e.g., photographs). After
analysis, the original data are converted into information that, through useful
information extraction operations, is used for decision-making and action.

Information is translated into disaster risk knowledge through a learning
process, and the timely and correct application of knowledge is translated into
practical activities on the ground. Practice, in turn, produces new data that can be
collected and analyzed. Thus, the entire information management cycle is not a
linear process; rather, it is the information management cycle that continuously
moves in a circle.

The development of intelligent management systems is one of the most
important tasks nowadays, when computerization and intellectualization of vast
areas of our lives are the basis for solving modern management problems. Modern
automated control systems are essentially intelligent systems. In these systems,
decision-making is a central process at all levels of human information processing.
Problems are associated with the choice of decisions under conditions of
incomplete information, arising when modeling the work of the human operator
who perceives signals from the screens of indicators.
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Intelligent technologies and Al systems to support decision-making

An intelligent decision support system (IDSS) is a decision support system
that makes extensive use of artificial intelligence (Al) techniques. In general,
intelligence is the ability to think, understand, and make decisions instead of doing
something instinctively or automatically. The main ideas for creating artificial
intelligence relate to the study of human thought processes, the representation and
duplication of these processes using machines (computers, robots, etc.), and the
study of behavior using a machine but performed by a human. The creation and
development of artificial intelligence aim to make computers do things that humans
now do to replicate some of the intelligent behaviors in a computer system.

The decision-making process today is complex, supported by computerized
systems, and involves the following steps:

1. Problem definition. This is the basic stage. It provides decision-makers
with a basis on which they can make assumptions, collect and analyze data, and
evaluate alternatives. Problem definition begins with the recognition that a problem
exists. A problem exists when

e There is a gap between what is expected and what is delivered;

e There is a deviation from the usual;

¢ The action taken is not justified;

The IDSS defines the problem and the complexities associated with the
matched results.

2. ldentification of the decision-maker. Depending on the nature of the
problem, it is sent to the right person. A poorly structured problem will go to upper
management, a difficult problem will go to managers, and repetitive problems will
be sent to an employee at a lower hierarchical level.

3. Collection of information. Once the problem has been sent to the right
person, the affected person can begin to collect data and identify the factors
influencing the situation. Without DSS, data collection and analysis will take too
long. DSS processes the data in a matter of seconds.

4. Evaluation of alternatives and decisions. This stage involves analyzing
all possible courses of action and determining the most appropriate one by
evaluating the pros and cons of each alternative. IDSS helps justify a particular
choice.

5. Implementation and control. Once a decision has been made, it is
necessary to move forward. Implementation requires planning. Monitoring is also
important to determine the usefulness of a decision in achieving goals. This may
require some adjustments or lead to a new problem. In the latter case, the entire
process may need to be repeated.

The increased use of computer-based decision support systems is perceived
as shifting the emphasis of decision-making to programs. The example in Fig. 2 of
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such a system [8] consists of the following components: data management, model
management, user interface management, and decision support system architecture.

Internal/fexternal Organization’s External models
data base knowledge base
& &
Data manage menil Maodel manageiment
madule maociule
b

Know ledge based
subsystems

3

User imterface/
Dialog managemen! module
X
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Fig. 2. Decision support system

The intellectual capabilities and behaviors integrated with the computer
system create an intelligent machine. The machine must act as an assistant in
decision-making, information search, the management of complex objects, and,
finally, in understanding the meaning of words. To develop an intelligent computer
system, it is necessary to gather, organize, and utilize human expertise and
knowledge in various fields to improve the computing power of the system's brain
with sophisticated algorithms using sensory processing, world modeling, behavior
generation, value estimation, and global communication.

Mobile wireless networks have undergone a significant transformation in
recent decades. At the same time, the generation of mobile wireless networks is
usually determined based on such metrics as speed, technology, frequency, data
volume, delay, user density, etc. Each generation has some features, standards,
different capabilities, new methods, and new characteristics that make it different
from the previous generation.

Wireless mobile technologies have evolved and improved significantly
over the years as a result of intensive research and innovation. Now is the time
when we can connect different wireless technologies, networks, and applications
simultaneously through the latest technology, 5G (5th generation mobile
communication technology). The new revolution in the mobile communication
market is changing the use of mobile phones with very high bandwidth. This has
transformed the network planning process from designing only for mobile devices
to designing systems that connect different devices at high speeds [9].
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Artificial intelligence and algorithms simplify the decision-making process.
Using data processing systems has several undeniable advantages:

o Speed of decision-making: artificial intelligence can find optimal
solutions in the enterprise much faster than a human;

e Minimizing errors and human influence: algorithms are not influenced
by emotions and impulses when making decisions;

e Increasing the scope of the data analyzed: e.g., cross-analyses of
geopolitical, economic, technical, etc. data;

o Expanding the possibilities and perspectives in problem-solving:
applying new solutions and looking for different options.

In contemporary publications, various aspects of the intellectual activity of
the human operator (HO) are considered, in particular expediency, the ability to
acquire, complete, reproduce, and use knowledge, the ability to pose and solve
problems, the ability to anticipate the unknown, the ability to generalize and make
associations, etc. The intellectual activity of a person is associated with the search
for solutions (actions and regularities) in new, non-standard situations when the
solution is a priori unknown. In this case, the solution to the problem is understood
as any activity (human or machine) related to the creation of plans and actions
necessary to reach a certain goal, as well as the corresponding new conclusions and
regularities.

Knowledge is the useful information accumulated by an individual, and
intelligence is his ability to use this accumulated information in some useful and
purposeful form. The intellectual (cognitive) functions of the living intellect are
perception, intuition, creativity, association, induction (generalization), syllogism,
prediction, planning, deduction, classification, and also search and selection,
comparison, identification, and calculation. At present, the following functions
have been analyzed and formalized in detail: search, choice, calculation,
comparison, and deduction. Attempts to implement higher-level intellectual
abilities on the computer have so far yielded no practical result. Thus, the full
realization of intellectual capabilities related to decision-making, planning,
forecasting, and effective management, as well as intellectual decision support
systems, should be based on the use of the latest Al-based technologies and expert
systems.

Nature and composition of the critical infrastructure monitoring
system

By its nature, an CIMIS from a system-information perspective should be
an event-driven CIS (ICS) with the provision of a continuous flow of sensor data
processed and presented with Al technologies and tools as the CI that performs
real-time information assurance and decision-making for users.
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In organizational and technical terms, the CIMIS should be a network-
centric system that includes a communication subsystem (a common transport
network environment), a sensor area (sensors for conversion of physical parameters
into data and a sensor network for access), and a technical management area
including other management subsystems (Unmanned Aircraft Systems (UAS),
network, and application management). The users of the network-centric system
should be provided with a common communication environment with a high
degree of intelligence and interactivity and with capabilities to access, update, and
reuse the CI from other information subsystems [10, 11].

The CIMIS must be integrated and provide and present both information
from its sensor networks so that, in the application layer, it is open and can include
and integrate data from other segments and subsystems (e.g., space, specialized IS
of government and public organizations).

Integrated mobile monitoring systems in Internet environment

Modern integrated mobile monitoring systems (IMMS) are CIS-inherently
distributed computing resource systems that secure important sectors of the
national economy, security, ecology, and people's business activities. The
convergence of information objects and network structure in information-centric
networks allows for increasing the speed of real-time information exchange in the
composition of their information structure, including in their geographical
boundaries and hard-to-reach areas. In addition to communication services with
guaranteed availability and quality, the IMMC provides access to dynamic
information in real-time with information object formation, data analysis, and
presentation appropriate for the system, which gives grounds for its analysis as a
CIS.

Mobility nodes for forming, collecting, and aggregating information from
fixed or mobile sensors deployed on unmanned aerial vehicles (UAVS) are
aggregated into Cl with information integrated from other information systems,
including satellite systems. The latter, from a cybernetic point of view, are large
(complex) systems and, in contrast to UAVSs, are characterized by specific
properties such as globality of use, multi-purpose, and multi-functionality.
Aerospace technology is an important modern preventive factor ensuring timely
detection, identification, and scoping of various crisis processes. Space- and air-
based technologies overcome a significant portion of the shortcomings and
limitations of traditional ground-based technologies, mainly related to monitoring,
navigation, and communication.

Modern IMMS for monitoring have an information and communication
resource, providing a wide class of tasks for events, the solution of which exceeds
the capacity of the system to serve the usual activities, ensuring business activity
and protecting society. The observation and monitoring based on such technical
solutions are necessary when it is necessary to supply and analyze data from
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urgently installed sensors in connection with a specific situation, such as fires and
their containment in remote areas; chemical pollution with high dynamics and
danger to people's lives and health; in the event of an urgent inspection and expert
assessment of damage in hard-to-reach objects; finding and rescuing people;
monitoring for telemedicine purposes; and many others. Integration into the
monitoring system of satellite information and data from other information systems
provides additional opportunities for forecasting and analysis of the monitoring
data obtained as a result and their processing to achieve the system's goals.
In addition, the space monitoring system is a complex system with a space and
ground segment, collecting, processing, archiving, and providing users with
information about objects, phenomena, and processes on the earth's surface.

Trends in the formation of a global information infrastructure in modern
societies and the development of the needs of citizens, businesses, and society
imply the simultaneous use of monitoring systems, modern mobile data
transmission technologies (4G/5G), and export opportunities of information on the
Internet with appropriate formatting and presentation.

Communication « Space l S
satellite «

' Navigation satellite

Airspace

Disaster

areas Hot zones

a
Remote -G-O‘w
areas

Fig. 3. Integrated monitoring system
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The adoption of Internet technologies (the TCP/IP architecture as a
network model and protocol stack) was justified as the basis for building a
network-centric CIMIS. Its structure in generalized form consisted of functionally
complete information-communication clusters (ICCs). The communication
architecture of the backbone network should ensure the operation of mobile and
stationary information clusters, integration with other ISs (space segment, national
networks related to CI protection), and the presentation of results on the Internet.
The requirements to be network-centric require the use of virtual private network
technologies and transport over the Internet. For mobile ICS, transport must be
over Internet protocol over public mobile data networks (5G, 4G, 3G, and 2G). In
geographic areas where there is no coverage by national mobile operators, satellite
Internet can be used, or Internet protocol transport can be built over a radio
channel. A necessary requirement for all ICs is that they are connected to the IP
backbone and operate in a network-centric environment.
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Fig. 4. Clusters of CIMIS in a virtual private network [5]

The server part of the IC (the application layer in the network model) can
also be viewed as an ICC or a group of clusters that are located in the network
address space [5].

OpenVPN technology is chosen as the backbone of the virtual private
network. The advantages and features provided by the technology will be described
in detail for a mobile ICC of UAS and connectivity to a processing and
presentation cluster. The application of OpenVPN technology provides the
integration of the ICC into a common environment, scalability, manageability,
redundancy, migration, reliability, and evolution of the backbone network. On this
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basis, flows of information objects (I0) can be transported and a functional ICC
structure can be built.

The network-centric environment performs its protection and monitoring
functions in four main logical network architectures: centralized, on-demand (ad
hoc), swarm, and combined.

Centralized network-centric architecture

In the centralized architecture, a single OpenVPN server is used to provide
network access to all clusters through routers running as OpenVPN clients.
The availability and survivability of the configuration are related to having a single
vulnerable point in the structure at all levels of the network model. The advantages
of the centralized architecture are in terms of synergy effects in terms of
management and coordination of the entities and sites in the CIMIS. It provides
coordination of the work with the different ICCs and efficiency greater than the
efficiency of the clusters individually. A significant disadvantage is the complexity
of maintaining, administering, and coordinating a large number of nodes in the
network, for example, from the CI control center level down to the UAV or
gateway level in a sensor radio network. The information flows in the CIMIS have
to be pre-formed as 10-type flows, and their direction is not always directly to the
logical center of the network, which is fixed in a centralized architecture. For
CIMIS, a centralized network-centric architecture can be provided by OpenVPN
technology, but it is only applicable to relatively small systems.

Swarm architecture

The chosen technology for building a virtual private network, OpenVPN,
enables the most complex and most promising architecture in a network-centric
environment: swarm architecture. A swarm is a combination of homogeneous
elements with limited and fixed resources of their own that must exchange
information with each other for the purposes of self-synchronization, self-
organization, efficiency gains, and achieving multiplicative effects. A swarm can
be considered a group of UAVS, one of which has the role of an information hub,
an ICC of mobile monitoring and control stations, united and linked to one of them,
which has a satellite Internet connection and provides the network access of the
others and the coordination between them. There are different types of network-
centric swarm architectures: managed, hierarchical, distributed, and mixed.

The chosen virtual private network technology, OpenVPN, with centralized
routing management for full connectivity (everyone to everyone), independence
from a fixed port, and the possibility of simultaneous participation of a network
node as a server or client, allows the implementation of an arbitrary logical
structure in a network-centric environment.
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Conclusions

Modern integrated mobile monitoring systems are inherently
communication and information systems (CIS) with distributed computing
resources, which provide important branches of the national economy, security,
ecology, and business activity of people. The convergence of information objects
and network structure in information-centered networks allows for increased speed
of real-time information exchange in the composition of their information
structure, including in their geographical boundaries and hard-to-reach areas. In
addition to communication services with guaranteed availability and quality, the
monitoring system provides access to dynamic information in real-time with the
formation of information objects, data analysis, and presentation appropriate for the
purposes of the system, which gives grounds for its analysis as an information and
communication system.

The integrated system incorporates both real-time geographic data from
sensors in hard-to-reach areas and mobile asset-based sensors (UAS), as well as
data for forecasting or overcoming disasters and critical situations obtained through
electro-optical, infrared, and radar sensors on surveillance satellites. Solving
problems related to the integration of data from different systems, management of
information flows, presentation on the Internet, export to other systems, and
provision of information security is relevant and significant in modern monitoring
systems. The combination of local and cloud technologies, tailored to the
capabilities of mobile data networks (4G/5G), and the optimization with regard to
the required speed performance are contemporary issues in the context of the
development of modern automated systems for the transport of people and goods.

The pace and direction of modern scientific and technical progress require
new state-of-the-art ideas on the methodology of building integrated systems for
forecasting, containment, and eradication of environmental incidents, search for
people, and rescue of human life. They must also be compatible with new
generations of information and communication systems designed to ensure user
mobility and innovation in the use of modern technologies. This is one of the main
objectives of this project.
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HUHTEJUI'EHTHA CUCTEMA 3A MOHUTOPHUHI' 1 3AIIIUTA
HA KPUTUYHATA NTHO®PACTPYKTYPA HA BA3A MOBUJIHA
KOMYHUKAIMOHHA-UH®OPMAIIMOHHA CUCTEMA
C EJIEMEHTHU HA U3KYCTBEH UHTEJIEKT

E. Xybenos, 3. Hugpnuoxncanosa

Pesrome

B cratusta ce mnpemiaraT ChBPEMEHHM HHOBAllMOHHU pEICHHUSA 32
WHTETpUpaHa MOOHWIIHA CHCTEMa 332 MOHHTOPHHI C €JI€MEHTH Ha H3KYCTBEH
UHTEJEKT B MIHTepHeT cpena Ha 6a3za MOOMIIHA KOMYHHKAallMOHHA-UH(POPMAaLMOHHA
CUCTeMa 3a ChOmMpaHe, arperupane, o0paboTKa U IPE3CHTUPAHE B PEalTHO BpeMe Ha
MoToIM OT WHpopMalMoHHH oOektu. [IpencraBeHo e yHpaBICHHETO Ha
KOMYHHMKAIIMOHHU MPEXH C 1eJI ONTUMH3ANKs Ha TpaHcIopTa u obpaboTkaTta Ha
nH(GOPMAIMOHHN O00EKTH Ha OCHOBAa Ha JUCKPETHO-CHOWTHHHO TpencTaBsHE Ha
[OTOKa OT NAaHHM UM MOJENupaHe ¢ HepapxuyHa CTpyKTypa. Pasrienmanm ca
KayecTBEHH AacleKTH KaKTO 3a MPEeXH, MpeJHa3Ha4eHW 3a MOHUTOPUHT H
HU3BECTABAHC Ha I‘CO(bI/ISI/I‘-IGCKI/I, KIIMMAaTUYHAU U JPYrd NpHUPOJHU (I)CHOMCHI/I, Taka
W 3a aHTPOIIOIeHHH cucTeMu. HampaBeHO € cpaBHEHHE Ha BB3MOXKHOCTUTE Ha
HEHTPATU3UPAHOTO U JECIECHTPAIN3UPAHO YIpaBlIeHUE, KAKTO M ChCTOSHHUETO Ha
CbBPpEMCHHUTEC MPCKOBU TCXHOJIOTUM W BB3MOXHOCTUTC 3a IMPAKTHYCCKaA
peanu3anys B pa3InyHu MPEXXOBH apXUTEKTYpH.
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Abstract

This study aims to analyze the performance of two types of stator blades used in centrifugal
blowers: forward-curved blades and backward-curved blades (concave and convex shapes), under
various operating conditions and tilt angles. The primary goal of the research is to evaluate
compression performance by comparing the results obtained for these two blade types. Ultimately, the
objective of the study is to provide clearer insights for choosing the correct shape of the inlet guide
vane in the specific field of application for centrifugal blowers.

Introduction

The development and improvement of centrifugal blowers hold significant
importance in the realm of mechanical engineering. Extensive research has been
conducted in this domain, exploring various facets such as impeller aerodynamic
performance analysis [1], volute analysis [2], stator analysis [3], optimization of
rotor and stator geometry [4], assessment of operational conditions on efficiency,
enhancement of acoustic characteristics, vibration reduction, and more. For instance,
C.Jietal. [5] demonstrated that by accurately defining the flow channel, it is possible
to eliminate the impact of tip clearance on Inlet Guide Vane (IGV) blades, thereby
expanding the control range of mass flow rate.

Optimizing the profile selection of IGV contributes to enhancing the
performance of compressors and an efficient flow control. In the same vein, H. Cao
et al. [6] examined the efficiencies achieved by three different airflow control
systems in a centrifugal fan. Furthermore, D. A. Nguyen et al. [7] concluded that the
direction of the inlet flow into the impeller influences the performance of an axial
pump, and adjusting the IGV blade angle can improve energy efficiency. The
optimal positioning of IGV blades relative to the centrifugal impeller is a critical
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requirement for designers of centrifugal compressors, directly impacting efficiency
[8]. Additionally, excessive clearances within turbomachinery result in diminished
performance when chosen with excessively high values [9].

To enhance the compression process, J. Xin et al. [10] investigated the effect
of introducing slots in the aerodynamic blades at various placement angles. Their
study aimed to modify the geometry of the Inlet Guide Vane (IGV) blade, with the
goal of improving overall compression efficiency.

CFD analyses have gained significant momentum in recent years due to their
high accuracy in reproducing fluid behavior, particularly within turbomachinery
[11], [12]. Through these simulations, S. Rabet et al. [13] highlighted the fluid
behavior in a centrifugal pump when changing the number of blades on the impeller.
Additionally, the selection of the optimal number of blades on the IGV plays a
crucial role in centrifugal compressors [14]. According to the conclusions brought
by O. Dumitrescu et al. [15], it has been demonstrated that the size of the
discretization grid and the choice of turbulence model have a significant impact on
the performance resulting from CFD numerical simulations. Through CFD analyses,
J. Fang et al. [16] demonstrate the potential for improving the isentropic efficiency
of a centrifugal blower by modifying the blade curvature.

Description

This article focuses on the performance analysis of curved-shaped inlet
guide vanes in centrifugal blowers, involving numerical simulations with two types
of stator blades (Type | - concave shape and Type Il - convex shape) used at three
different tilt angles (-15 degrees, 0 degrees, and +30 degrees). The setup employed
for this study is illustrated in Fig. 1.
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Fig. 1. The schematic representation for comparing those two types of IGV configurations
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The geometry for the impeller and flow channel was created using the Ansys
CCD software, while the geometry of the IGV blade was defined using the NACA
6412 airfoil profile.

a) IGV type Il, tilted at O degrees b) IGV type Il, tilted at -15 degrees
Fig. 2. The resulting mesh for a single flow channel at a different angle of the IGV

The structured mesh for a single flow channel (Fig. 2) was generated using
the Numeca Autogrid 5 software. For this purpose, two different IGV shapes were
defined, each positioned at three angles (-15, 0 and +30 degrees). As a result, the
mesh consists of two subdomains: the impeller domain, comprising a total of ~975k
cells (Fig. 4) and the stator domain, consisting of ~900k cells (Fig. 3), which vary
slightly depending on the blade placement angle within the grid.

Fig. 3. B2B mesh for stator domain Fig. 4. B2B mesh for impeller domain
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The boundary conditions employed in the simulations, for a steady-state
case, are outlined in the table provided below (Table 1):

Table 1. CFD Simulations: Boundary and Initial Conditions Overview

Inlet (IGV) Total pressure 101 325 Pa

Inlet (IGV) Total temperature 273.15 K

Outlet (impeller) Mass flow rate 1.7 kg/s* at nominal point
Rotational speed (impeller) 20 800 rpm

Turbulence model SST k-omega

Number of blades — IGV / impeller 8/ 11 blades

*To generate the characteristic curves, the imposed flow rate at the impeller outlet varied
from the surge to the choke point.

In order to validate the
grid refinement, an analysis
was conducted on the y+ term,
which describes the accuracy of
the results obtained when using
the turbulence model in the
current study. The resulting y+
value from the simulations was
a maximum of 2.3 (Fig. 5),
indicating that the influence of
the mesh on the results can be
considered negligible.

Fig. 5. The y+ values reported for the hub
and blades

Numerical results

Due to the 0° position imposed on the IGV blades, they are arranged to guide
the fluid in order to achieve a 90° angle for the a: term (the absolute angle at the
inlet) at the entry into the impeller domain. It can be observed that both, the concave
and convex profiles, exhibit the same characteristic curves, indicating that the
obtained values (pressure rise or efficiency) are close or identical. The maximum
differences recorded are at most 0.31% in terms of pressure increase and 0.24% in
terms of efficiency (according to Fig. 6). These errors are primarily caused by small
angular deviations in the positioning of the stator blades.
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Through simulations, the streamlines and aerodynamic forces developed
along the profiles have been obtained, with the only visible differences resulting
from the reversal of the two surfaces of the profile, namely the pressure side and
suction side (Fig. 7).

Vxyz (m/s)

Vxyz (m/s)

UL NS s L 1
“'\"\'"I"- ﬁ,ﬂl.ﬁ}“‘ “vnnw\h‘v‘m‘w#

TR AN i
JERVAVTRATIE | NRHRRS SRS
nlvdmlnv \ \““T\ wvn“wﬁ(}v
mhw"v’vww& i N nm;mmi
mwhmv\n ‘j‘v“ R ,“,;Eé
‘“*‘"" s i mminw
i o I ETETEIE
%"‘v‘nw W
ITEY epni o e
: RRTEARE . W i
IR L LR RO
R R g
u‘vvh‘vvvhv 1o Mldmlm
. R AN m‘” TR RN WE §
a) type | (concave shape) b) type 11 (convex shape)

Fig. 7. Velocity vectors of the IGV blades positioned at 0°
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In contrast to the previous case, as a result of simulations conducted for
blade-tilted angles of -15 degrees (Fig. 8) or +30 degrees (Fig. 9), the characteristic
curves no longer overlapped. It is observed that the concave shape enhances pressure
rise and performance at negative rotation angles of the IGV blades, while the convex
shape of the blades (Type 1) is favorable at positive rotation angles. Moreover, it is
noted that the shapes of the curves exhibit similarities: “Type | nc” at -15 degrees
with “Type II nc” at +30 degrees; “Type | Efficiency” at -15 degrees with “Type 1l
Efficiency” at +30 degrees, and so forth.
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Fig. 8. Pressure ratio and Efficiency vs Mass Flow Rate with IGV Tilt Angle at -15°
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The high performance achieved by the concave shape at negative incidences
of the IGV blades is attributed to the smooth flow along the aerodynamic profile
(Fig. 10 a.). In the case of the convex shape (type Il), separation or detachment is
observed on the pressure side (Fig. 10 b.), resulting in penalties of 8.4% in terms of
efficiency and 4.4% in terms of pressure rise at a flow rate of 2.45 kg/s.
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Fig. 11. Velocity vectors of the IGV blades positioned at +30°
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Similar to the previous case, when the stator blades with a concave shape are
rotated in a positive direction, detachments are observed on the pressure side
(Fig. 11 a.), resulting in 10.6% lower efficiencies and 6.8% lower pressure rises
compared to the convex shape at a flow rate of 1.8 kg/s.

Conclusions

In this studied case, a 27% efficiency difference was observed between these
two blade shapes (concave and convex) at an IGV blade inclination of -15 degrees
and a 23% difference at an IGV blade inclination of +30 degrees. Both points where
efficiency values showed significant differences were near the choke point, where
the flow rate was high, and the influence of separations/detachments on the IGV
aerodynamic profile resulted in significant losses.

On the one hand, the concave shape (Type 1) is favorable for higher flow
rates and pressures compared to the nominal point or for negative inclinations of the
IGV blades, while the convex shape (Type I1) is more favorable for lower flow rates
and pressures compared to the nominal point or for positive inclinations. On the other
hand, for a turbomachinery operating under variable conditions (with the flow rate
varying above or below the nominal point), the radial shape is the most
advantageous, achieving a compromise between these two shapes.

Additionally, the use of the morphing blade can lead to higher efficiency
compared to the radial-shaped blade. However, it is important to note that the
manufacturing and control of the morphing blade are much more complex.
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AHAJIN3 HA PABOTATA HA IEHTPOBE’KHU KOMITPECOPHU
B 3ABUCUMOCT OT JIOITATKHUTE C U3BUTA ®OPMA
HA BXOJHUSA HAIIPABJISABAIIL AITAPAT

T. Cmwuecky, /1. Yuepuy

Pesrome

ToBa mpoy4BaHe MMa 3a e Ja aHAIM3Upa e(EeKTHBHOCTTA HA J[BAa THIIA
CTATOPHH JIONMATK{, W3IIOJ3BAHM B HANpaBISABALIMSA amapaT Ha LEHTPOOSKHH
KOMIIPECOPU: JIONATKH C IPEIHO U3BUT MPOQUII U JIOTIATKH ChC 3aTHO H3BHTA (hopMma
Ha npoduia (BATBOHATH U M3TBKHAIN (OPMH), IPH PA3IUIHU paOOTHU YCIOBUS U
BIJIM Ha 3aBbpTaHe Ha yonaTkute. OCHOBHATA e HAa U3CIIEIBAHETO € J1a C€ OLCHU
MPOM3BOJUTEITHOCTTA HA KOMIIPECOpa Upe3 CpaBHsIBaHE Ha pe3yITaTUTE, MOIyUYeHH
3a Te3W JBa THUIA JIONATKU. B KpailHa cMmeTka, LenTa Ha MpPOy4YBaHETO € Ja
IpeIoCTaBy MO-SICHA MpeAcTaBa 3a n300pa Ha MpaBwiIHAaTa GpopMa Ha JIoraTKaTa Ha
BXOJIHHS HAaINpaBisABaIl amapar B crenupuyHata oONacT Ha MPUIOKEHHE Ha
HEHTPOOCIKHHUTE BEHTHUIIATOPH.
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Abstract

Space propulsion mainly uses reciprocating pumps that are fully integrated with small-scale
applications. In this paper, the specific specifications and designing factors that should be met by rocket
engine fuel pumps are demonstrated, and a comparative study is formed of the suitableness of all the
necessary kinds of pumps to be used with rocket engines and their applications. Furthermore, it
examines a piston pump intended to refuel the liquid fuel nozzles. Due to the performance of this pump,
different parts and its performance have been evaluated. The design of the pump is discussed such that
after completing the design steps according to the pump performance, a numerical solution of the stress
and strain applied on the inner wall of the cylinder is performed according to its performance under
internal pressure. Then, considering the consistency of the body material and the same pressure and
heat applied to the cylinder and piston, a sample of the cylinder and piston is analyzed in finite element
modeling technique and the modeling results obtained from the simulation are presented.

Introduction

The development efforts of the main engine for the space vehicle were
initiated in 1971 by NASA. Rockwell's Rocket dyne division as the prime contractor
with NASA, after several years of development and testing, three space shuttles
delivered to the space transportation system [1]. All space vehicles included high
performance, perfect thrust, and high reliability and reusability systems.
The simplest manner to differentiate rocket engines is to categorize them based on
their technique of propellant pressurization and delivery [2]. All rocket engines can
generally be divided into two categories: pressure-fed and pump-fed. While small-
pressure engines use pressurized tanks for propellant delivery, the majority of rocket
engines use turbo pumps that allow the propellants to be delivered to the desired
pressure level. The pressure-fed engine is a self-pressurization such that self-
pressurization is usually carried out through mono-propellant rocket engines and is
obtained through the thermal decomposition of the liquid propellants or its
vaporization. Pressure-fed system engines usually use high-pressure helium bottles.
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In any case, the thrust stage of pressure-fed engines is confined through the tank
technology [3]. An instance of these engines is the ARIANE 5G and AESTUS
engines. Pump-fed engines use a turbo pump to increase the propellant pressure. In
fact, some of the propellants are fed into a gas generator, which typically works at a
necessarily high-pressure level. Modern liquid rocket engines have required
pumping systems to transfer the propellant to the rocket engine [4, 5]. These pumps
decrease the mass and size of other hardware by using lightweight high-pressure
thrust chambers while decreasing the pressure of the liquid tank and minimizing the
storage of inert gas. Figure 1 shows typical rocket engines that use high-performance
pumping systems.

Fig. 1. Modern liquid rocket engines with high reliability and reusability. From left
to right: P111 engine, RD-180, Viking engine, Vulcain 2 engine [2, 3].

The diverse use of piston pumps for different liquid rocket propulsion
systems may be found as shown in Fig. 2. The most adaptable usage of a piston pump
is on a satellite that has to make multiple and massive AV maneuvers. Any polar
orbit satellite and geostationary satellite could have enormous AV maneuver
requirements [6]. Since polar satellites and geostationary satellites are commonly
high-priced and need to perform for several years, they constitute likelihood
applicants for performance improvements [7]. However, it must be referred to that
the performance supplied using a solid booster could, in a few cases, exceeds the
overall performance of a bipropellant liquid rocket. The simplest improvement is
that the piston pump can offer on/off functionality and throttling as well [8, 9]. Other
applications are probes to the moon, interplanetary probes, and near-earth objects
that commonly require enormous AV maneuvers. These specific missions have mass
budgets and may benefit from any weight reduction and financial savings while
overall performance stays high. Finally, missions to or from the other planets surface,
moons will also benefit from overall performance enhancements.
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Fig. 2. Pump-fed propulsion system in satellite [8]

The design of the pump, as well as the representation of the fluid, inside
the pump, is very difficult, time consuming and costly [10-13]. Compact Fluid
Analysis (CFD) is the best available tool for analyzing flow patterns inside the piston
pump and gas generator to predict their behavior under different operating
conditions. It also helps optimize pump design parameters by providing the most
correct flow patterns along with more efficient pump operation [14,15].

The objective of this paper is to survey the status of research in the areas
of pumps for liquid rocket engines in order to provide a comprehensive review of
the state of the art and understanding of important challenges. In this article, the
emphasis will be on a reciprocating pump and the pump pistons are stimulated by
gas. We use a gas generator to convert the liquid fuel of the peroxide to the gas with
the pressure and temperature. We analyzed the pump and also the generator in the
finite element modeling software, and the results are expressed to give complete
awareness of how to use it in different situations. The research will concentrate on
the design and development of a 300-gram pump capable of delivering fuel and
oxidizer at 5 MPa for a 1000-N engine with remaining tank pressure at 0.35 MPa.

Pump design

The pump contains four cylinders and pistons that are joined together, as
shown in Fig. 3. It has a central section that provides the pump with a liquid inlet
from the propellant tank and directions reflect the flows of the inlet and outlet
depicted in Fig. 3a. The liquid propellant's inlet port is the large port at the middle
of Fig. 3b, and a separate outlet hole is on the opposite side of the piston pump that
is evident in Fig. 3a. The gas is distributed and operated by valves to the outer
cylinders. Liquid cylinders are smaller in diameter than gas cylinders. The area ratio
allows the reciprocating pump to be operated by means of delivered propellants.
At the end of every cylinder, the gas cylinder is larger in diameter than the liquid
cylinder and the gas entry point. A piston separating the fuel and gas chambers is
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located among them. As seen in the pump schematic, it is understood that no shaft
or other rotating components are required to apply gas pressure to the rocket liquid.
The gas inlet valves are retained to cancel the mass effect of movement, so that the
opposite movement of pistons is towards or away from each other. Furthermore,
because of the existing pistons in pump chambers, the control scheme is considered
to compensate for the pressure loss. According to Fig. 3a, cylinder numbers 1 and 3
reach the end of the stroke, while cylinders 2 and 4 have been refilled with the
propellant. A control mechanism provides the continuation of the flow such that
cylinders 2 and 4 are pressurized with gas before reaching pistons 1 and 3 to their
limit and venting their cylinders.
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Fig. 3. a) Primary schematics of the piston pump; b)&c) Preparation of fuel injection from
propellant tank to engine chamber occurring within the reciprocating pump.

This pump weighs 470 grams, and the blocks and cylinders are all made
of aluminum, with the exception of the valves and tubes. The role of curved pipes is
to send gas to the inlet valves shown in Figure 4 are used in the design of light alloy
metals. The largest hole located in the centre of the block is the fuel entry site, and
the exit point of the four small holes is situated in the middle of the pump and on the
other side. Each cylinder has a perfect displacement of 8 cc between the piston stops,
or 32 cc per pump cycle. The valve opening time for fuel input is also less than 10ms,
and this is independent of the piston speed. In order to provide the required force to
drive the pistons, a key aspect previously mentioned is that the diameter of the gas
cylinder is greater than that of the liquid cylinder. The gas and liquid cylinders are
not combined but are connected by screws. This pump works at a far higher pressure
than those pumps used in conventional launchers.
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Fig. 4. The primary design of the reciprocating pump

As mentioned earlier, this pump does not use any shafts to move the
pistons and power transmission. However, in order to move the pistons, we used a
pneumatic valve to control the inlet and outlet valves. As shown in Fig. 4, a tap is
located at the bottom of each piston. In fact, this valve is driven by the gas used in
the system to open and close the gas inlet and outlet. This will control the movement
of the pistons in the system and cause the pistons to always move against each other.
In addition, such controls reduce friction and damage in the system. Because it
causes injection before the piston reaches the end of the motor cycle to prevent its
collision with the body. Each cylinder has a standard displacement of 7 cm between
the start of motion and the piston stroke per pump cycle. The opening time for the
fuel valve is about 9 ms, which is independent of the piston speed.

Investigation of stress and strain of cylinder and piston

One of the important things to keep in mind is that the pump is subject to
high internal pressure, which requires careful consideration in its design due to the
low thickness of the cylinder wall. Here, we examine the stresses and strains of the
cylinder and piston based on the applied pressure and then simulate it using finite
element modeling. In Fig. 5, there is a cylinder and a piston. One side is the fuel inlet
and outlet, and the other is the gas inlet and outlet valves. The fuel inlet pressure
enters the cylinder and moves the cylinder upwards. When the piston reaches a high
point, the valve opens and the pressure gas enters the cylinder, causing the piston to
move downward and leave the fuel outlet.
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We also use the specifications given in Table 2 to solve the problem.

Table 1. Pump specification

Fuel inlet pressure 1 MPa
Inlet gas pressure 4 MPa
Output fuel pressure 4 MPa

The thickness of the cylinder walls 3 mm
Speed of opening and closing of | 9 ms
valves
Diameter of inlet and outlet valves 5mm

Numerical Problem Solving:

The first step in calculating the stress and strain of the cylinder is to
examine its thin or thick wall. If we call the cylinder thickness t and the inner
diameter of the cylinder din, we classify the cylinders according to the value [16]:

=
D a=g-

It will be done. If the value a is less than 20.1, we call the cylinder a thin
wall, otherwise the cylinder is a thick wall. There are different opinions on the
boundary value of a. It can be larger than 20.1 (such as 0.5 or 0.2), but it should be
noted that the smaller a is, the more accurate the calculations for the thin wall
cylinder are. A condition of 1/20 for the value of a gives the results with acceptable
accuracy. So, the first step in calculating the stress and strain of the cylinder is to
check whether the wall is thin or wound [17].

According to the formula given for both sides of the cylinder is obtained.

0.003 .
dap = o0 0.075;
0.003
dg = m = 0.054.
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So, the first and second parts of the thin wall cylinder are assumed. We
now turn to problem calculations.

Longitudinal Stress in Cylinders
To obtain the longitudinal stress of the cylinder, we use the following

formula:
) 2 Fx =0;

P Pd
)  oy(2mrt) =P (m?) > 9y =0, = —=—

According to the above formulas, the longitudinal stress for both sides of
the cylinder is calculated as follows.

__5000000x0.04

BlA = 000z~ 1°0Pa;

__4000000x0.055

8]]3 = 4x0.003 = 165 Pa.

Environmental Stress in Cylinders

The environmental stress of the cylinder is obtained from the following
relationship.

(4 XF, =0

Pr Pd
(5) dy(2Lt) =P (2rL) » 0y = 0y = Tr =
The environmental stresses obtained are as follows.

__5000000x0.04

Sna = 5o = 300 Pa;
4000000x0.055
Spp = —oo00X005 _ 330 Pa.
2x%0.003

The radial stress in the first and second parts of the cylinder is assumed to
be zero due to its thin wall.

Shear Stress at 45 and 60 Degrees:

We use the following formula to obtain the stress at angles of 45 and 60
degrees on both sides of the cylinder.
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(6)  To=3(0x—dy)sin20.
Part A cylinder with a degree angle.

Tg = 0.5 X (|150 — 300|) sin2 x 45 = 0.5 X 150 = 75 Pa.

Part A cylinder with a 60-degree angle.

T = 0.5 x (]150 — 300]) sin2 X 60 = 0.5 X 150 X 0.866 = 64.95 Pa.
Part B with a 45-degree angle.

Tg = 0.5 X (|165 — 330|) sin2 x 45 = 0.5 X 165 = 82.5 Pa.
Part B cylinder with a 60-degree angle.

Tg = 0.5 % (]165 — 330]) sin2 X 60 = 0.5 X 165 x 0.866 = 71.445 Pa.

The strain on the cylinder

The longitudinal strain for both sides of the cylinder is obtained from the
following relation:

(1) ex=z(5x—96y).

E is a modulus of aluminum elasticity, which is 69 GPa, which after
conversion to Pagal is considered to be 69 x 10° and is a fixed number.
Therefore, the longitudinal strain for Part A of the cylinder is equal to

Egp = 69X109 (150 — 0.32 x 300) = 14 x 10719,

Also, for Part B cylinder is equal to

&g = 6%09 (165 — 0.32 x 330) = 23 x 10719,

Cylinder peripheral strain

The strain created in the cylinder environment is obtained using the
following equation:

8 &y =28 —98)

According to the stated relation, the strain created in Part A is a cylinder.
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€
yA = 69><1o9

And for Part B cylinders too

)
y1 = 69><1o9

(300 — 0.32 x 150) = 3.64 x 10~°.

(330 — 0.32x 165) =4 x 107°.

The radial strain is zero because the thin cylinder wall is assumed.

The stress on the piston
€)] op = —=P, =5MPa;

A2 -
Fy
(10) o =-:=P, =4MPa.
Aq
The strain on the piston

ga = 5% 10° x 69 x 10° = 345 x 105;

gg =4 x 10° x 69 x 10° = 276 x 10>,

Modeling results

The results for the stress and strain of the cylinder and piston according to
the pressure exerted on the inner wall of the cylinder using finite element modeling

are as follows.

By taking the stress and strain outputs from a node and drawing the
diagram for it, the strain diagram of the cylinder can be obtained. Fig. 6 depicts the

strain diagram of a node in directions X and Y.

a)

Fig. 6. Stress and strain diagram of the cylinder in direction of: a) X and b) Y



As shown in Fig. 7, the highest and lowest stresses on the cylinder can be
observed in the finite element results. The maximum stress in the body is 1136 MPa.

Fig. 7. Stress on the inner wall of the cylinder

The same steps are then repeated for the piston and the results are shown
in Fig. 8.

a) b)
Fig. 8. Stress and strain diagram of the piston in direction: a) X and b) Y

The maximum stress and strain in the piston is as shown in Fig. 9.

a) b)
Fig. 9. @) Maximum and minimum stresses on the piston b) The strain applied
to the piston
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Conclusion

The space rocket consists of a number of subsystems and has been
designed to maximize safety, simplicity, and redundancy in all respects. By keeping
the fuel injection using the reciprocating pump as an important device, the results
indicate that there are fewer modes of failure than with other pumps. A series of
stress and flow analyses for the pump were performed using ANSY'S, and stress and
pressure distributions were recognized. In order to confirm the accuracy of our
modeling results, comparisons with experimental results were performed, and a very
good agreement was found. Future development work will be performed through
other pump design factors of importance will be factored in such as the materials’
properties and determine the heating of various pump components, as well as any
subsequent thermal stresses.
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KOCMMYECKU PAKETEH JIBUI'ATEJI 3A MHOI'OKPATHO
MN3IOJI3BBAHE HA HUCKA LHEHA, OBOPY/IBAH
C BUCOKOE®EKTHUBHHA NIOMIIN

A. Caboxkmarun, M. Monoce3u

Pesrome

KocmudeckoTo 3aaBmKBaHe H3I0JI3BA INIABHO OyTaTHW MOMITH, KOUTO ca
HAITBJIHO MHTETPUPAHU C MAJKUTE MPUIOKEHHs. B Ta3u craTust ca AeMOHCTpUpPaHH
cneunpuIHUTe crieluUKaiu 1 KOHCTPYKTHBHU (DaKTOpH, Ha KOUTO TpsOBa Aa
OTrOBapsT TOPUBHUTE ITIOMITH 32 PAKETHH JBUTATEIH, U € HAIIPABEHO CPABHUTEIHO
NpOyYBaHE Ha MPHUTOJHOCTTA HA BCHYKU HEOOXOIMMHU BUIOBE ITOMIIH, KOUTO Ja Ce
W3MON3BAT C PAKETHU JIBUTATENIM M TEXHUTE MpHiioxkeHus. OCBEH TOBa ce U3cie/Ba
OyTayHa IomIia, IpejHa3HaveHa 3a 3apekIaHe Ha JI03HUTe 3a TeYHO ropuBo. [lopamu
MPOM3BOIUTEIIHOCTTA HA Ta3W INOMIIA Ca OICHEHM pa3JIMuyHH YacTH M HeWHaTta
MPOU3BOUTENHOCT. J[M3aliHBT Ha MMOMITIaTa ce 00CHXkK/Ia Taka, 4e cie]] 3aBbpIlBaHe
Ha MMPOEKTHHUTE CTHITKU B CHOTBETCTBHE C TIPOM3BOAUTEIIHOCTTA HA TIOMIIATa, YHCIIe-
HOTO pElIeHHe Ha HAIIPEKEHUETO U Ae(OopMaIHATa, IPUIIOKEHN BbPXY BhTPEIIHATA
CTEHA Ha IWJIMH]bPA, C€ U3BHPIIBA B CHOTBETCTBUE C HEWHATA MPOU3BOIUTEITHOCT
npu BhTpeliHO HaimsiraHe. Ciiesl TOBa, KaTo ce MMa MpPEJBHJ ITBTHOCTTa HA Ma-
TepHuaja Ha TSJIOTO M CHIIOTO HAIATAHE M TOIUIMHA, PHIOKEHH KbM HWIMHIBPA U
OyTtanoro, mpoba OT IWIMHIBPA U OyTAJIOTO Ce aHATM3MPA C TEXHHUKA 33 MOJICIPaHe
C KpalfHH €JIeMEHTH U C€ MPEJCTaBAT PE3yJATaTUTE OT MOJEIUPAHETO, MIOIYUYSHH OT
CUMYJIAIHATA.
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Abstract

In this paper we present the results of atomic force microscopy (AFM), which is applied to
characterize the surface morphology of graphite samples with glassy carbon coatings is developed,
stored for 28 months under different conditions. One sample was stored on Earth at room temperature
and second one was mounted on the outer side of the International Space Station.

Introduction

In the course of the development of the technique, various methods and
technologies are developed and used to prepare sensors for measuring direct (DC)
and alternating (AC) electric fields in space plasma. The study and knowledge of the
characteristics of materials for creating sensors, including materials for creating
Legmuir sensors, presumption the use of technologies for creating materials with
certain qualities of the working surfaces of sensitive elements of the sensors.

The main requirement for these materials is determined by the need to increase
the accuracy and sensitivity of measurements. The accuracy of the electric field
measurements, by the double probe method [1-6], strongly depends on variations,
the separation work function for electrons on the working surfaces of the probes, as
a result of the working environment characterized by radiation exposure, charged
particle flows, sudden changes in temperature, high vacuum, the concentration of the
ambient plasma, bombardment of their working surfaces by micrometeorites,
vibration and shock loads, etc.

Glassy carbon is a preferred material for making sensors. It is a black glass-
like material with a shiny surface and fragility, earning it the name vitreous or glassy
carbon. GC is easy to process and can be produced in various shapes, sizes, and
cross-sections [7—10]. Electron work function measurements on sample surfaces
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with glassy carbon (CG) coatings or monolithic glassy carbon coatings show the
highest value, which suggests little photoemission and provides minimal point-to-
point variation across the surface of the probes [11-13].

Materials and Methods
Sample Types

Graphite samples coated with glassy carbon stored in different environments
for a period of two years and four months were analyzed. One of the samples was
stored in Earth’s environmental conditions, “reference”, and the other sample was
mounted outside of the International Space Station for a period of more than two
years, “space” [14]. In outer space, the samples were exposed to radiation and a two-
hour cyclic temperature change in the range of ~ 300°C. The purpose of the
experiment was to obtain new data on the influence of space factors on the physico-
chemical characteristics of materials used in space research and clarify the aging
processes of these materials, as a result of their long stay in the conditions of outer
space.

The method of coating graphite with glassy carbon is an original Bulgarian
technology developed and implemented by a team of scientists of the Bulgarian
Academy of Sciences (IKIT-BAS and IMCTH) and is protected by a copyright
certificate [15].

For the studies presented below, samples with dimensions of 15 x 0.5 x
0.3 mm were cut, according to the requirements of the AFM apparatus.
Measurements were made on three samples of “reference” R1, R2, and R3 and three
samples of “space” S1, S2, and S3. The analyzed surfaces for both types of samples
are carried out at five points: end, periphery, center, periphery and end, along the
diagonal of the sample for the purpose of reproducibility of the results. The “space”
samples were investigated from the front side of the sample - direct contact with
outer space, and from the back side of the sample from the side of the block in which
they were located [1].

Characterization methods

AFM imaging was performed on the Nano Scope V system (Bruker Ltd,
Germany) operating in tapping mode in the air at a room temperature. We used
silicon cantilevers (Tap 300Al-G, Budget Sensors, Innovative solutions Ltd.
Bulgaria) with 30 nm thick aluminum reflex coatings. According to the producer’s
specifications, the cantilever spring constant and the resonance frequency are in the
range of 1.5 to 15 N/m and 150 + 75 kHz, respectively. The radius of tip curvature
was less than 10 nm. The scanning rate was set at 1 Hz and the images were taken in
the highest possible resolution mode of the AFM 512 x 512 pixels in JEPG format.
The NanoScope software was used for the section analysis and roughness of all
images.
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Results and discussion

Atomic force microscopy (AFM) is widely used to study the topography of
materials with great accuracy and precision. By measuring the surface of the material
at the nano level, the roughness of the investigated sample is quantified.

The topography of the investigated samples “space” - face, “space” - back and
“reference” are shown in Fig. 1 and Fig. 2 in 2D and 3D format at a single point of
the performed analysis with a scan area of 5 pm x 5 um. The morphology of the
“space” — face, “space” — back samples have a smoother surface in comparison with
the morphology of the “reference” samples with the same scan area (Fig. 1 and
Fig. 2). In the AFM images of the “reference” samples, structures with different
diameters of the order between 0.5 pm and 1 pm are observed. The surface of the
three graphite samples coated with glassy carbon “space” samples — back side
S1(BS), S2(BS), S3(BS) is smoother in comparison to the surface of “space” samples
— front S1(F), S2(F), S3(F). The difference in Rq values for the two types of samples
is 0.34 nm for the second S2, 1.56 nm for the first S1 and 1.84 nm for the third S3
samples, respectively. These differences in the roughness values of the material on
the front and back sides are due to the influence of sudden temperature changes,
radiation, meteors, etc. in space.

“Space” samples- front

000m S.0pm ™ 0.0 50 pum
“Space” samples - back side

00 5.0 um

5.0 um ™ 0.0 nm Sopm T 0. 50 um’

0.0 nm — 50um nr TS 0.0 nm 5.0 pm

Fig. 1. 2D AFM images 5 um x 5 um of the surface of the three graphite samples coated
with glassy carbon — “space” samples — front (S1(F), S2(F), S3(F)), “space”
samples — back side (S1(BS), S2(BS), S3(BS)), and “‘reference”
samples (R1, R2, R3)
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“Space” samples- front

Fig. 2. 3D AFM images 5 um x 5 um of the surface of the three graphite samples coated
with glassy carbon — “space” samples — front (S1(F), S2(F), S3(F)), “space” samples —
back side (S1(BS), S2(BS), S3(BS)), and “reference” samples (R1, R2, R3)

The roughness analysis gives the value R, which is the arithmetic mean of
the absolute values Z; of the surface height deviations measured from the mean plane,
ie.

1
(1) R, = N Zliv=1|Zi|

while Ry is the root-mean-square value of the height deviations taken from the plane
of the average images date [16].

@ R= [f3mz

Fig. 3 presents the average values obtained from the five analysis points for each
of the investigated samples for R, and R
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Fig. 3. Roughness analysis of AFM images 5 um x 5 um for the three graphite samples
coated with glassy carbon — a) R, for “space” samples — front and “space” samples — back
side; b) Ry for “space” samples — front and “space” samples — back side; ¢) R, for
“space” samples — front and “reference” samples, d) R, for “space” samples — front and
“reference” samples

The morphology and roughness of graphite samples with glassy carbon
coatings were compared and presented in Table 1 and Fig. 3. The “space” samples -
face “space” samples - front (S1(F), S2(F), S3(F)) have a rougher surface for the
values of R, and Rq compared to the surface of “space” samples - back side (S1(BS),
S2(BS), S3(BS)).

The differences in the roughness value for R, of S1(F) versus S1(BS) is
3.65 nmto 2.3 nm and for the Rq value - 4.68 nm to 3.12 nm, respectively. For sample
S2, the differences in the roughness value for R, of S2(F) versus S2(BS) are smaller,
3.23 nm to 3.06 nm, respectively, and for the value for Rq — 4.37 nm to 4.03 nm,
respectively. The difference in the roughness value for R, of sample S3(F) is
approximated as sample S1(F). The roughness value for R, of S1(F) vs. SI(BS) is
respectively 3.64 nm to 2.17 nm and for the value of Rq — 4.90 nm to 3.06 nm,
respectively for “space” — face, “space” — back. The roughness values for R, and Rq
of “reference” samples R-1, R-2, and R-3 are higher than those of “space” samples -
face and “space” samples - back side.
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Fig. 4. 2D AFM images and section analysis of the surface of “space” samples —
front and “reference” samples

Atomic force microscope data provide valuable information on the
homogeneity of the glassy carbon layer for “space” samples. The AFM images of
both types of “reference” and “space” samples were compared and presented in
Fig. 4. The morphology of the “reference” samples with a scanning area of 5 x 5 um?
(R-1, R-2, R-3) is smooth with the presence of places with “spherical” structures in
comparison with the morphology of the “space” samples —front (S1(F), S2(F),
S3(F)). From the cross-section and surface roughness determined for both the
“reference” and “space” samples, it was found that the “reference” samples have a
rougher surface.

Conclusions

The surface topography of the glassy carbon coatings was studied using
Atomic force microscopy. The surface morphology of the surface of graphite
samples with glassy carbon coatings, stored for 28 months in Cosmos “space” - face,
“space” - back is smooth and homogeneous. The surface morphology of graphite
samples with glassy carbon coatings stored for 28 months on Earth at room
temperature “reference” is rougher with the presence of structures with diameters
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from 0.5 um to 1.5 pm. The roughness values for Ra and Rq of “reference” samples
R-1, R-2, and R-3 are higher than those of “space” samples - face SI1(F), S2(F),
S3(F). The presence of “spherical” structures on the surface of the “reference”
samples is a result of the storage conditions on Earth. The surface of the deposited
glassy carbon coatings on a graphite substrate of both types of samples — “reference”
and “space” is homogeneous with small differences in roughness values.

Acknowledgments: This work is financially supported by the Bulgarian
National Science Fund under Project KP-06-H27/2, 08.12.2018.
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A®M AHAJIM3 HA CTBKJIOBBIJIEPOJHU IIOKPUTUS
CJIEJ ITPOBJKATEJEH IPECTOM HA MEJKIYHAPOHATA
KOCMHYECKA CTAHIIHSI (MKC)

A. Byzekoea-Ilenxosa, C. Cumeonosa, /I. Teodocues

Pesrome
B Ta3m crarus mpencraBiMe pe3yNTaTHTE OT OXapaKTEPU3MPAHETO Ha
MOBBPXHOCTHA MOpdoorust ¢ ATOMHO-cuitoBata Mukpockomnusi (ADOM) Ha rpadurt-
HU MPOOH CHC CTHKIOBBIVIEPOIHHU MOKPUTHSI, ChXPaHsSBaHU B MPOABIDKCHHE HA 28
Mecena MpH pa3IudHH yciaoBusa. Enau mpoOu Osixa chXpaHsSBaHU Ha 3eMsTa IpU
CTaifHa TemIleparypa, a BTOpHUTE OsiXxa MOHTHpPaHM OT BBHIIHATa CTpaHa Ha
MesxayHapoaHaTa KOCMUYECKA CTAHIIHS.
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Abstract

Using XPS, the electron work function values on the surface of glassy carbon coatings of
graphite samples, after an extended stay on a board of the ISS in open space conditions, were
investigated. The results were compared with the characteristics of glassy carbon coatings of samples
left on the ground for the same period. It was found that the electron work function does not change
significantly, and this proves the possibilities for the successful application of these coatings, obtained
by original Bulgarian technology, for space experiments on the board of satellites for measuring
electric fields in the ionospheric-magnetospheric plasma. The minimal observed variations in the
values of the electron work function are explained by small differences in the content of traces of
different chemical elements on the surface of the coatings. It has been established that glassy carbon
coatings have stable characteristics after a long stay in space, despite the small fluctuations in the
values of the electron work function. The results show that glassy carbon coatings are chemically and
mechanically stable. The results from this original technological experiment are unique for the
development of sensitive elements, such as sensors for measuring weak electric fields in cosmic plasma.

1. Introduction

From the beginning of the space age until today, the double probe method
[1-3] has been established as a method that measures the electrical potential
difference between two points in space. Variations of the electron work function on
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the surfaces of each probe affect the current value in a complex way, especially in
the case of inhomogeneous plasmas such as ionospheric-magnetospheric plasmas,
and are particularly important for experiments aboard rotating satellites. Differences
in the floating potentials for the individual probes, relative to the surrounding
plasma, can lead to additional electrical signals, many times exceeding the
investigated ones. This fact determines the need for maximum identity of the
physico-chemical and geometrical characteristics of the Sensitive Elements of the
Probes (SPE). Obviously, a central factor that determines the stable performance of
the SPE is the material choice and its surface properties.

During the development of the signal acquisition methods of constant and
variable fields, various probe materials have been considered in order to gain better
sensitivity and higher signal accuracy registration. The accuracy of electric field
measurements, by the double probe method, strongly depends on the variations of
the Work Function (WF) of the electrons on the probe surface due to the solar wind
(irradiation) in outer space. The electron WF, on the surfaces of samples with Glassy-
Carbon (GC) coatings, shows the highest value, about 5.05eV, which suggests lower
photoemission compared to the other used materials such as silver, gold, aquadag,
etc. Due to these properties of GC materials, spherical probes (Langmuir probes)
made of GC have been used in the last three decades in practically all experiments
for measuring electric fields. Spherical sensors made of monolithic GC have also
been used in other satellite experiments such as GEOS, S3-3, ISEE-1,2, WIND,
POLAR, CLUSTER - 1,2,3, 4, FREJA, THEMIS, CRRES, GEQOS, Viking, and
GEOTAIL [4-9].

An original method has been established [10] for GC synthesis on pyrolytic
graphite, a technology that meets severe test requirements, and double SPE, has been
installed on satellites, such as IC-Bulgaria 1300, I1C-24 Active, IC-25 APEX,
INTERBALL-2, the Magion-2-5 sub satellites, as well as the International Space
Station (ISS) [10], for the period from 1981 to 2023. In order to study the influence
of outer space on the physico-chemical parameters of GC coatings, in the period
2013-2015, an international project “Obstanovka 1-step” was planned and
successfully implemented, which included the implementation of a technological
experiment block “DP-PM” aboard the International Space Station (ISS) [10].

2. Materials and Methods
Sample Types

The analysed samples with dimensions of 30 x 15 x 5 mm of spectrally pure
graphite, compacted and covered with GC, were analyzed and they stayed at
different conditions for 28 months. Some samples have been in open space mounted
on the Russian module of the ISS [10] and conventionally were called “space”, while
the others have been stored in terrestrial conditions and named as “reference”. To
achieve high reliability in the analysis of the obtained data for the “space” samples,
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they are compared with “reference”. The purpose of the experiment is to investigate
the influence of outer space on the physico-chemical and structural characteristics of
the GC coatings, after their long stay in the space. The most important characteristic
for the stability and durability requirements of these coatings, we used the value and
WEF variations of the electrons on its surface. In open space, samples were directly
exposed to various impacts on the front surface of the sample, which we
conventionally call S-front, and those that were not exposed to direct contact, S-back
side.

All samples were analyzed by surface sensitive technique — X-Ray
Photoelectron Spectroscopy (XPS). Later the surface of as prepared samples is
labeled as “ras”, the samples cleaned with isopropyl alcohol are labeled as “rclean”,
as well as scribed surface, using a P2500 silicon carbide sandpaper, in order to get
results more related to the bulk, labelled “rscribed”. The cleaning of the samples
was done using an ultrasonic bath for 5 min in order to remove the fats and
contamination residuals after sample preparation.

Characterization methods

X-ray photoelectron measurements have been carried out on the ESCALAB
MkIl (VG Scientific, now Thermo-Scientific) electron spectrometer with a base
pressure in the analysis chamber of 5.10° mbar (9.10® mbar during the
measurements), equipped with twin anode MgKo/AlKa non-monochromatic X-ray
source used excitation energies of 1253.6 and 1486.6 eV, respectively.
The measurements are provided only with an AlKo non-monochromatic X-ray
source (1486.6 eV). The instrumental resolution is measured as the full width at a
half maximum (FWHM) of the Ag3ds,, photoelectron peak is about 1 eV. The data
was analyzed using SpecsLab2, Casa-XPS (Casa Software Ltd), and Origin 11
software. The processing of the measured spectra includes subtraction of X-ray
satellites and a Shirley-type background [11]. The peak positions and areas are
evaluated by a symmetrical Gaussian-Lorentzian curve fitting [11]. The relative
concentrations of the different chemical species are determined based on the
normalization of the peak areas to their photoionization cross-sections, calculated by
Scofield [12].

Work function determination using the XPS technique

One of the most reliable and widely used spectroscopic techniques for
surface analysis is X-ray Photoelectron Spectroscopy (XPS). It is a surface-sensitive,
non-destructive, and element-specific technique that provides quantitative
information on the chemical state of the elements of the top 10 atomic layers of the
surface of the analyzed sample. Moreover, it gives information about the chemical
state of the analyzed elements, which is based on the change of the binding energy
and the line shape. Furthermore, XPS can easily be adapted to measure the electron
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work function of the surfaces without any additional equipment modification or
additional sampling procedure. That is because the equipment possesses a well-
developed high-resolution electron analyzer, usually with a hemispherical shape and
a well-defined X-ray source. However, there are some requirements that have to be
taken into account. Samples need to be stable inorganic materials that are resistant
to X-rays. It is generally necessary to bias the sample with a small potential voltage
(e.g. - 5V) in order to avoid effects that are a result of scattered electrons in the
spectrometer's detection system. Therefore, the WF of insulating/organic samples is
difficult to measure by XPS . The electron Work-Function (WF) is dependent very
much on the surface condition; even minor modification to the surface brings a
dramatic change in its value. The measured value strongly depends on the surface
impurities and composition homogeneity. Even after cleaning the surface under
ultrahigh vacuum (UHV) condition, the WF changes are often observed over time
due to the contamination from residual gases within the chamber. Figure 1 illustrates
the procedure of WF measurement for GC probes. The first calibration of the
spectrometer is performed by the Cls element at 284.5 eV, and hence, the Fermi
level (Eg) could be established. At that point, we only need to define the secondary
electron cut-off position. Then, the WF is defined as the difference between X-ray
excitation energy and secondary electron cut-off energy.
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Fig. 1. WF measurement of GC material using spectrometer by XPS

3. Results and Discussion

In our approach, we use the method of WF measurement, generally
explained by Kim & Kim [13], where the total photoelectron spectrum is displayed
in the range between X-ray energy and the sample value of WF. Practically, two
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values have to be obtained in order to calculate WF, namely, secondary electron cut-
off and the maximum kinetic energy of photoelectrons emitted from a metal, defined
as Fermi level (EF), which appears at 0 eV binding energy in the XP spectrum (see
Fig. 1). Thus, the WF is obtained by the difference between the of X-ray photons
energy (1486.6 eV) and the secondary electron cut-off energy. One can conclude that
these energy values, secondary electron cut-off, and Fermi level EF at 0 eV, have to
be measured very precisely. Therefore, calibration of the spectrometer by measuring
noble metal surface after its cleaning, e.g. palladium, is crucial. The performed
measurement of the well-defined surface of the Pd-metal gave a result of 5.2 eV, as
expected, equal to the book values (5.22 eV) of Pd-metal WF. In this way, our
measurements of glassy carbon surfaces can be considered reliable. Moreover, we
have used additional parameter which has been followed to assure the calibration of
the binding energy scale of spectra, namely Cls core level. Regardless of the
presence of impurities and contaminations, we are investigating surfaces that consist
basically of glassy carbon. Therefore, we can assume that the carbon 1s core level
will have predominantly binding energy at 284.5 eV [14]. This gave us a chance to
lower the error by defining EF = 0 eV of the investigated surface, which is
challenging because of the low intensity and noisy spectrum of the valence band.
Additionally, to determine it more precisely, the slope of the valence band was
modeled using a high-degree polynomial and then the model curve was
differentiated. The center of the resulting peak coincides with the Fermi level. Figure
1 demonstrates the shapes of the corresponding measured peaks of Secondary
electron cutoff, C1s glassy carbon core level with additional sub-peaks resulting
from C - O and C = O bonds impurities and contaminations, as well as the valence
band slope and Fermi level.

Several surfaces of the sample were measured: various contamination has
been found on the as prepared surface, labeled as (ras); surfaced cleaned with
isopropyl alcohol ultrasonic bath for 5 min. in order to remove fats and
contamination residuals after sample preparation (rclean); as well as scribed surface,
using a P2500 silicon carbide sandpaper, in order to get results more related to the
bulk (rscribed). The ras surface shows various discolorations on different points.
Therefore, we performed XPS measurements on several points on the surface to
study this discoloration.

The results summarized in Table 3 show differences in the concentration of
elements presented on the surface as well as variations in the composition. As a
consequence, we can expect different WF values for these surfaces. Indeed, values
between 3.3 - 4.8 eV of WF have been obtained for the sample ras and rclean for all
studied points. For the scribed GC sample, we have observed a relatively
homogeneous surface with one discoloration and fewer impurities. Impurities on the
glassy carbon surfaces like silicone, oxide, nitrogen, chlorine, and others have also
been reported by other authors [15-17]. Close or even the same values are obtained
by other authors published in scientific literature, for instance, by Ivey [18].
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As expected, we obtained WF with close values for all the measured points
from 4.3 to 4.6 eV. Small deviations of the WF values are observed for the exposed
samples (S1, S2), rather than for the “reference” one (R). These results are
summarized in Table 1, where S1-2 and S2-2 are noted as repeated measurements
on samples S1 and S2. As expected, we obtained close WF values of 4.8 eV and
5.0 eV, respectively. These values are equal within the error bars and fully consistent
with the close predominant carbon and oxygen atom concentrations of both surfaces.

For the “space” sample S2, the electron work function value for the face is
4.8 eV and the work function value for the back is 5.0 eV. These values are again
very close and fully consistent with the close oxygen concentrations on the two
surfaces. All discussed results are graphically expressed in Fig. 2 and Fig. 3, and the
results are shown in Table 1.

Table 1. Fermi level and work-function of referent and exposed (space) samples

Fermi Level HBE* Work Function
Sample: Side
[eV] [eV] [eV]

face -28.2 1454.0 4.8
R

back -29.6 1452.6 4.8

face -31.1 1451.1 44
S1

back -30.4 1451.4 4.8

face -30.9 1450.3 54
S2

back -30.2 1450.8 5.6

face -30.0 1451.4 52
S1-2

back -29.5 1451.9 52

face -30.9 1450.9 4.8
S2-2

back -30.8 1450.8 5.0

A standard sample of monolithic glassy carbon, protected by copyright [20],
shows a very homogeneous surface with only one surface colour - dark grey.
Nevertheless, the XPS study also detects some impurities on the surface of this
sample. The surface atomic concentrations of the monolithic glassy carbon sample
[20] are summarized in Table 2. The solutions used for the preparation of glassy
carbon can be the origin of these impurities. The obtained WF of this sample is
4.5 eV, which is equal, within the error bar, to the value reported in the scientific
literature [16-18].
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Table 2. Surface atomic concentration of homogeneous monolithic glassy carbon [20]

C (8] N Si S Ca Cl Al
Sample
[at.%] [at.%] [at.%] [at.%] [at.%] [at.%)] [at.%] [at.%]
[ 79.10 14.03 2.57 0.78 0.82 0.85 0.31 1.55

o w

Table 3. Surface atomic concentrations obtained for “ras”, “rclean”, and “rscribed”
surfaces of the “reference” GC samples

C o N Na Zn Si S Ca Cl F Al Mg
Sample
[at.%] [at.%] [at.%] [at.%] [at.%] [at.%] [at.%] [at.%] [at.%] [at.%] [at.%] [at.%]
ras
85.40 11.20 2.70 0.80 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
Point 1
ras
80.70 13.30 2.80 0.70 0.20 1.50 0.80 0.00 0.00 0.00 0.00 0.00
Point 2
rclean
71.25 19.15 2.94 0.22 0.00 2.87 0.00 0.95 0.36 0.66 1.60 0.00
Point 1
rclean
69.41 18.61 3.39 0.34 0.16 3.76 0.00 0.99 0.00 0.61 2.51 0.23
Point 2
relean
67.36 18.79 2.92 0.63 0.49 4.46 0.00 1.78 0.00 1.17 2.16 0.23
Point 3
rclean
79.52 14.38 217 0.00 0.00 2.30 0.00 1.34 0.00 0.00 0.29 0.00
Point 4
rclean
89.68 7.98 1.70 0.00 0.00 0.00 0.00 0.63 0.00 0.00 0.00 0.00
Point 5
rscribed
93.20 4.51 0.00 0.00 0.00 1.90 0.00 0.00 0.00 0.39 0.00 0.00
Point 1
rscribed
92.04 6.23 0.00 0.00 0.00 1.42 0.00 0.00 0.00 0.30 0.00 0.00
Point 2
rscribed
93.15 4.71 0.00 0.00 0.00 1.70 0.00 0.00 0.00 0.45 0.00 0.00
Point 3

Furthermore, we adopt the following notations for the studied samples: for
the “reference” samples, face and back — R-front and R-back side and for the “space”
samples, S1-front and S1-back side; S2-front and S2-back side, respectively. One
can expect that there will be differences between both sides of the sample, namely,
the side that is exposed directly to cosmic radiation (front) and the sample backside
(back side). Therefore, both sides are studied by means of the XPS technique. The
calculated WF values for sample S1-front and S1-back side are 4.4 eV and 4.8 eV,
respectively. The small variation of these WF values can be explained by a
significant difference measured for oxygen from 13 at. % to 7.6 at. % and presence
of silicon, sulfur, and calcium atoms on the surface only on the S1-front. The sample
S2 shows similar results with some minor variation in the surface atomic
concentrations compared to both the S2-front and the S2-back side surfaces.
The surface atomic concentrations of both samples — “reference” and “space” are
displayed in Table 3.
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Fig. 2. XPS valence band spectrum for the “reference” samples R-front (a)
and R-back side (b)

Summarizing and comparing the results for the WF regarding the
“reference” samples R- front and R-back side of the “space” S1 and S2, we can
conclude that the values between 4.4 and 4.8 are close-range values, and their
insignificant difference lies in the impurities and contaminations of the surfaces. In
this sense, and due to the importance of material WF used as a major parameter in
the design of devices, we can conclude that the investigated glassy carbon can be
used as a stable, sensitive element in electronic detectors.

In Table 3, one of the main components of the near-surface layers is the
oxygen, whose concentration ranges over a wide range from approximately 8 at. %
to about 15 at.%. Many other chemical elements are present on the surface, among
which, the main ones, are nitrogen, sodium, silicon, fluorine, and aluminum. In the
reference sample, there is also, although insignificant, a difference between the
amount of oxygen on the face and the back of the sample - on the face, it is 11.2 at.
%, while on the back, it is 13.3 at. %, i.e., the difference is about 2 at. %. At the same
time, the concentration of nitrogen and sodium is approximately equivalent on both
sides. Unlike the face, silicon and minor amounts of sulfur were found on the back
of this specimen. Much more significant is the difference in oxygen content between
the face and the back of sample S1. On the face of the sample, the oxygen coverage
of this sample is 13 at. %, while on the back, it is 7.6 at.%.
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Fig. 3. XPS valence band spectrum for samples S1-front (a) and S1-back side (b)
and S2 — front (c) and S2-back side (d)

To verify the reproducibility of the data from the experiments, a second
measurement of the chemical element concentration of the GC coating on the face
and back was made for this sample. The results displayed in Table 3 show that the
reproducibility of the measurements is very good. The oxygen concentration in
sample S2 is also a bit different. On the face, the oxygen is 9.7 at. %, while on the
back, it is significantly less — 10.8 at.%. What is interesting about this specimen is
that significant amounts of silicon (Si) were also observed on the face, more so than
the other specimens. On this sample, XPS analysis was performed at various points,
on the face and back, with the size of each analyzed spot being
700 um x 300 pm.

The analyses that were conducted show that the chemical elements do not
significantly differ at different points of measurement. Most of the detected chemical
elements on the sample surfaces on both sides have an accidental origin and lead to
less to slow influence on the required values of the electron work function. The latter
is also due to the spherical forms of the sensor element.
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Table 3. Surface atomic concentrations obtained by XPS for samples R, S1, and S2

C (0] N Na Zn Si S Ca Al Ni
Sample

[at.%] | [at.%)] | [at.%] | [at.%] | [at.%] | [at.%] | [at%] | [at.%] | [at.%] | [at.%]

R-front 85.4 11.2 29 0.8 0.0 0.0 0.0 0.0 0.0 0.0

R-back 80.7 13.3 2.8 0.7 0.2 1.5 0.8 0.0 0.0 0.0
S1-front 84.30 13.0 0.80 0.20 0.10 0.90 0.70 0.10 0.00 0.00
S1-back 90.70 | 7.60 1.00 0.60 0.20 0.00 0.00 0.00 0.00 0.00
S2-front 87.60 9.70 1.40 0.20 0.10 0.40 0.00 0.60 0.00 0.00
S2-back 85.70 10.8 0.80 0.30 0.10 0.00 0.00 0.50 1.20 0.20

Summarizing and comparing the results for the WF (table 1) regarding the
“reference” samples R- front and R-back side of the “space” S1 and S2, we can
conclude that the values between 4.4 and 4.8 are close-range values and their
insignificant difference lays on the impurities and contaminations of the surfaces. In
this sense, and due to the importance of material WF used as a major parameter in
the design of devices, we can conclude that the investigated glassy carbon can be
used as a stable, sensitive element in electronic detectors.

4. Conclusions

Detailed investigations on the electron work-function variations due
to ionospheric-magnetospheric plasmas field have been carried out. The tested
materials were glassy-carbon coatings obtained by the original method. A specific
approach has been used to calculate these values for exposed and non-exposed
samples. All measurements state similar values of the WF being between 4.4 eV and
4.8 eV. The discrepancy suggests that the GC coatings are stable against aging
processes induced by energetic irradiations, which generally lead to severe
crystalline defects. Moreover, the surface contaminations do not lead to noticeable
WEF fluctuations. Probes of glassy-carbon performed as chemically and mechanically
stable and sensitive elements are used as double probes for satellite electric field
measurements. The higher native values of the WF up to some 5 eV are a prerequisite
for lower photoemission. The latter phenomenon increases the coating's electrical
conductivity, which results in higher sensitivity to low-intensity electromagnetic
fields.
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XPS W3CJIEJBAHE HA OTJEJUTEJTHATA PABOTA
HA CTHKJIOBBIJIEPOIHU NOKPUTHS CJIE] TPOABIKAUTEJIEH
MMPECTOM HA MEJKIYHAPOJHATA KOCMUYECKA CTAHLUS
(MKC)

A. Ilanes, K. I'puzopos, X. Kones, A. byzekosa-Ilenxoea, b. L{lunyapcku,
1I. IJeemkoe, /I. Teooocues

Pesrome

C nomomura Ha XPS ca u3cneaBaHu CTOWHOCTHTE Ha OTAeNUTeNHaTa padoTa
Ha TOBBPXHOCTTa Ha CTHKIIOBBIVICPOJHU TOKPUTUS BBPXY 00pasmu cliex
MpoABIDKUTENEH TpecToii Ha 6opna Ha MKC B ycnoBusita Ha oTkpuTHs Kocmoc.
PesynTatute ca cpaBHEHM C XapaKTEPUCTHUKHUTE HA CTHKIOBBITICPOJHH MOKPUTHS
BBPXY 0O0pa3ly, NMpEecTOsUId Ha 3eMATa 3a ChUIMS NEpUoJ. YCTAaHOBEHO €, ye
OTJeNUTeNHaTa paboTa He ce MPOMEHS ChIIIECTBEHO, M TOBA I0Ka3Ba M MOTBBPKIaBa
BB3MOKHOCTHTE 3a YCHEIIHO NpWJIaraHe Ha Te3U CTHKIOBBIVIEPOAHU HOKPHUTHS,
MOJIyYEHH 110 OpUTHHAIHA OBJArapcka TEXHOJIOTHS, 32 KOCMHUUYECKH €KCIIEPUMEHTH
Ha OOplla HA CI'BTHUIM 32 W3MEPBaHE Ha EJEKTPHYHM II0JIETa B HOHOCQEpHO-
MarHuTocdepHara miazMa. MUHUMAaTHATE BapHalliid HA CTOMHOCTUTE Ha OTJIENHU-
TenHaTa paboTa ce OOSCHABAa C Majka pa3ivKa B ChIbPKAHHUETO Ha CIEAH OT
Pa3IMYHU XMMUYHU €JIEMEHTH Ha IOBbPXHOCTTA Ha MMOKPHUTHATA. Y CTAHOBEHO €, Ue
CTBKIJIOBBIJIEPOTHUTE TOKPUTHATA Ca ChC CTAOWIIHM XapaKTEPUCTHKH CIIEA JBJIbI
npectoii B Kocmoca, BbIpekn MallkuTe KoyieOaHusl B CTOMHOCTHUTE HA OTIEJINTEN-
HaTa pa0boTa Ha eJeKTpoHa. Pe3ynraTure mNOKas3BaT, Y€ CTHKIOBBITIEPOIHUTE
MOKPHUTHS Ca XUMHUYECKH M MexaHudecku cTaOwiad. llomydenure pesynratu Ha
TO3W OpPUTHMHAJIEH TEXHOJOTMYEH EKCIEPUMEHT ca YHUKaJIHM 3a Ch3/aBaHE Ha
YyBCTBHUTEJIHU €JIEMEHTH — CEH30pH 32 U3MEPBaHe Ha Cllabu eNeKTPUYHHM I10JIETa B
OKOJIO3€MHAaTa I1j1a3Ma.
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Abstract

The work presents a study of the influence of the spacecraft and 1SS engines during the
correction of the station's orbit. The zones of action of the gas jets and their impact on the environment
and the surfaces of the experimental samples of various materials mounted outside the “Zvezda”
module were determined.

Introduction

The development of scientific equipment for the exploration of outer space
on board satellites and space stations requires the creation and testing of new
materials that can withstand the stresses of operating in the conditions of open space,
such as high and low temperatures, vacuum, exposure to ionizing radiation,
microparticle flows, etc. All these outer space factors adversely affect the materials
from which spacecraft and scientific equipment are made. As a result, various
physico-chemical and mechanical processes occur in the materials used, leading to
a deterioration of their parameters. Depending on the nature of the processes caused
by the impact of the space environment, near the board of satellites and orbital
stations, with scientific equipment mounted on them, the surface properties of
materials can change, leading to reversible and irreversible processes.

To acquire complete and real data on the effects of these processes, a
technological experiment was planned and carried out in cooperation with a leading
country in this industry - the Russian module of the International Space Station (ISS),
in whose division the team with the block “DP- PM” as part of the
“Obstanovka 1-step” experiment. A “DP-PM” block is a container measuring
185 mm x 70 mm x 10 mm (Fig.1) [1].
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Method

The experiment to study the influence of the space environment on the
structure and properties of various samples was conducted from 04.19.2013 until
10.08.2015. The operation of the “DP-PM” block from its placement on the outside
of the Zvezda module until its delivery to Earth is carried out following the
documents of Product 17KS #12801. P42422.

Samples
of the

examined
specimens

Fig.1. Block “DP-PM”

The experiment's purpose is to study surface degradation and structural
changes occurring in graphite samples densified and coated with glassy carbon (GC)
during prolonged stays in outer space conditions [1,2].

Fig. 2 shows the exact location of the “DP-PM” block on the surface of
the ISS [3].

Fig. 2. The exact location of the “DP-PM ” block on the surface of the ISS [3]
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After completion of the planned period, the “DP-PM” block is dismantled
from the outer surface of the ISS and the cosmonauts place it in a work bag
(Fig. 3a). Then, in the transition compartment of the Zvezda module, the cosmonauts
put it in a special soft container (Fig. 3b). In preparation for returning to Earth with
the Soyuz-TMA spacecraft No. 716, the container was additionally placed in an
airtight transport package (Fig. 3c). In this type, the “DP-PM” block was handed
over for conducting research at the Space Research and Technologies Institute at the
Bulgarian Academy of Sciences (SRTI-BAS).

Fig.3. Different types of packaging for transporting a DP-PM block:
a) Work bag; b) Special soft container; c) airtight transport package

Upon external inspection of the samples (Fig. 4), it was found that their
surfaces are heavily blackened, which suggests an atypical impact on them in the
conditions of the space vacuum and weightlessness of this orbit. Our working
hypothesis was that the condition of the surface of the samples was due to the impact
of the gas jets from the various engines used in the control and correction of the ISS,
both during the docking of the ships coming from Earth and their separation from
the ISS.

Fig. 4. Appearance of the samples from block “DP-PM ” during research at SRTI-BAS
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After March 2011, a total of 15 pressurized modules were added to the ISS:
Zarya, Zvezda, Destiny, Unity (Nodel), Harmony (Node2), Tranquility (Node3),
Columbus, Leonardo, Japanese, Quest, Cupola, Poisk, Rassvet and Pierce. To these
modules we can add all three pressurized docking adapters. We note that after the
completion of the flights of the “Space Shuttle” program, the orbit of the station was
raised from 350 km to 390—420 km.

In order to study the influence of the gas jets of the engines on the samples,
in addition to their location, also the modes of docking (de-docking), control and
corrections of the ISS by the ships and the Zvezda module were taken into account.

The scheme presented below (Fig. 5) depicts the main components of the
station and the ships arriving (departing) to it, as well as the location of the main and
correction engines (red arrows) [4].

Progress 75

Progress 74

Fig. 5. Schematic of the main components of the ISS and the spacecraft docked to it [4]

The height of the station's orbit is constantly changing due to the influence
of solar activity and friction with the rarefied atmosphere, which leads to the gradual
deceleration of the movement and loss of height. Atmospheric drag lowers the
altitude on average by about 2 km per month [5].

The graph of the change in the height of the ISS, including the period of the
experiment, is shown in Fig. 6 [6].

The 1SS's orbit is adjusted several times a year to compensate for friction, to
avoid larger and larger pieces of space junk, and for other reasons. Orbit correction
is done using the ISS's own engines. Until 2000, the engines of the Zarya functional
cargo model were used for this purpose, and then - of the Zvezda service model.
The engines of the arriving transport ships are also used for orbit correction, which
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also refuel the ISS [6]. Up to a certain period of time, the correction in the orbit only
compensates for the decrease in altitude.
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Fig. 6. Diagram showing the change in height of the 1SS
for the period from 1998 to 2018 [6].

Research shows that using Space Shuttle craft to maintain a 350 km high
orbit of the ISS required 8 600 kg of fuel for one year. When increasing the height
of the station's orbit to 400 km, the required fuel is 3 600 kg. During this period, the
fuel for control and orientation was 1 926 kg [7]. The increased altitude allows for a
substantial reduction in the amount of fuel required to maintain this orbit. At the
same time, it enables increased supplies of water and food products, as well as other
payloads. The ISS completes a complete orbit around the Earth in about 92 minutes.
From launch to February 5, 2023, the station has completed 138 805 complete orbits.

During the experiment, the following spacecraft were flown to the ISS and
docked with the station: Soyuz, Progress, and Cygnus. The results are shown in
Tables 1, 2, and 3.

Table 1. Soyuz spacecraft flights

By Mission Name Board Launch date Date of landing
Ne number

141 Soyuz TMA-09M 709 05/29/2013 11/11/2013
142 Soyuz TMA-10M 710 09/26/2013 03/11/2014
143 Soyuz TMA-11M 711 11/07/2013 05/14/2014
144 Soyuz TMA-12M 712 03/26/2014 09/11/2014
145 Soyuz TMA-13M 713 05/28/2014 11/10/2014
146 Soyuz TMA-14M 714 09/26/2014 03/12/2015
147 Soyuz TMA-15M 715 11/24/2014 06/11/2015
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Table 2. Progress spacecraft flights

By Mission Name Board Launch date Date of landing
Ne number
142 Progress M-19M 419 04/24/2013 06/19/2013
143 Progress M-20M 420 07/28/2013 02/11/2014
144 Progress M-21M 421 11/26/2013 06/09/2014
145 Progress M-22M 422 02/05/2014 04/18/2014
146 Progress M-23M 423 04/09/2014 08/01/2014
147 Progress M-24M 424 07/24/2014 10/27/2014
148 Progress M-25M 425 10/29/2014 04/26/2015
149 Progress M-26M 425 02/17/2015 08/14/2015
150 Progress M-27M 426 04/28/2015 05/08/2015
151 Progress M-28M 428 07/03/2015 12/19/2015
Table 3. Cygnus spacecratft flights
By Mission Name Spacecraft Launch date Note
Ne name
1 Cygnus Orb-D1 George Lowe | 09/18/2013 | First Cygnus spacecraft
mission. The first Cygnus
docking mission with the ISS
was delayed due to a
computer problem but was
successful.
2 |Cygnus Orb-CRS-1 Charles 01/09/2014 | First logistics mission of a
Fullerton Cygnus spacecraft.
3 |Cygnus Orb-CRS-2| Janice VVoss 07/13/2014
4 | Cygnus Orb-CRS-3 | Donald Slayton | 10/28/2014 | During the launch attempt,
there is a catastrophic
anomaly, and the launch
vehicle explodes.
5 |Cygnus Orb-CRS-4 11/19/2015 | The first mission of an
enhanced version of Cygnus.

the engine bay [8].

Figure 7 shows the structure of the Soyuz transport ship and the location of

The propulsion module of the Progress spacecraft, like that of the Soyuz, is

located at the rear of the spacecraft. The module consists of the ship's main engine
and navigation engines used for automatic docking with the ISS and for correcting
the station's orbit when the ship is docked with it. On these ships, only one set of
orientation engines type OE (8 units) with a thrust of 1.5 kgf, a KTDU-35 brake-
engine unit with a thrust of 417 kgf and 14 engines for docking and orientation
(EDO) with a thrust of 10 kgf were installed. The fuel for KTDU-35 is asymmetric
dimethylhydrazine (ADMH) and oxidizer-nitric acid. EDO and OE work with
hydrogen peroxide [8].
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Fig. 7. Construction of the “Soyuz” transport spacecraft [9]

The combined propulsion system, which is used in many cases for orbit
correction and control of the ISS [9] consists of two 2x312 kgf thrusters,
32x13.3 kgf thrusters for orientation, 302 kg of propellant (ADMH) and 558 kg of
oxidizer (nitrogen tetraoxide).

The Cygnus spacecraft consists of two main components - a service module
and a cargo module. The service module has a gross weight of about
1800 kg and is powered by Japanese rocket engines (BT-4 of the Aerospace
company) running on ethylhydrazine and dinitrogen tetroxide [10]. Each motor
develops a thrust of 46 kgf (Fig. 8).

Fig. 8. Cygnus spacecraft approaching the International Space Station [10]
After detaching aboard the Antares rocket, Cygnus approaches the ISS, and

when within a few meters of the station, the craft is engaged by
the Canadarm-2 mechanized arm and docked with the Harmony module. Cygnus

195


https://en.wikipedia.org/wiki/International_Space_Station

does not have the ability to return cargo to Earth, but it can be filled with debris to
burn up with it as it enters Earth's atmosphere.

From the beginning of the station's creation until October 2022, the I1SS's
orbit has been corrected 327 times, 176 times with the engines of the transport
spacecraft Progress, which shows the importance and frequency of the correction.

For the period of the positioning of the samples on the outer surface of the
Zvezda module (28 months), a total of about 4 550 kg was used (spacecraft Progress
— 3 248 kg; modules Zvezda, Cygnus, etc. about 1 302 kg) for correcting the orbit of
the ISS for control necessary for avoiding space debris and preparing the station for
docking and undocking of arriving and departing spacecraft.
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Fig. 9. Concentration of the components of the space environment
at altitudes from 100 to 1000 km

As noted, the fuel used is unsymmetrical dimethylhydrazine ADMH,
codenamed “heptyl”, which is a high-boiling component of rocket fuel (boiling point
above 0°C). Nitrogen tetroxide (AT) is used as an oxidizer of ADMH, either pure or
in a mixture with nitric acid. Cases using pure acid and liquid oxygen are known. It
can be used in a mixture with hydrazine, known as aerosine [9,11] to improve its
properties. It self-ignites upon contact with nitric acid and dinitrogen tetroxide-based
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oxidizers, which simplifies construction and provides easy starting and re-
engagement of rocket engines. ADMH is thermally stable up to +350°C.

In the range from +350 to +1000°C, dimethylhydrazine decomposes into
ammonia, amines, hydrocyanic acid, hydrogen, nitrogen, methane, ethane, resinous,
and other substances. At increased temperature, it decomposes into nitrogen and
hydrocarbons with the release of heat, an increase in the volume, and the creation of
jet force from the nozzles.

Taking into account that the impact process on the surface of the spacecraft
takes place even with very small amounts of atoms of the elements at different
altitudes of the trajectory of the spacecraft (Fig. 9), (well systematized and
summarized in [12], where cited and the results of the team from SRTI-BAS [2,13]),
we can conclude that in the given case there are far more intense impact processes
taking place, albeit short-lived, as a result of the spread of gases from the engines.

The gas jets coming out of the engines' nozzles spread almost
instantaneously in the three-dimensional space, which is determined by the practical
vacuum around the station (Fig. 10). Depending on the spatial position of the station
and the direction of the change in the speed of the ISS, as well as from the engines
that are used, the studied samples are subjected to an impact, causing processes
(oxidation) on their surfaces.

an Orbital Segment

Poccunckunin cermenHt MKC

a)

Russian Orbital Segment
Poccuiickmnin cermeHT MKC

b) co >
Fig. 10. Propagation of the gas jets from the engine nozzles
in the three-dimensional space around the ISS [14]
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In fact, contrary to the initial impression that the gases from the exhaust
gases from the engine nozzles always remain behind the board of the ISS, thanks to
their relative motion, they spread partially on the surface of the station, which is also
the reason for the condition of the surfaces of the examined samples
(Fig. 11).

Relative distribution of exhaust gases

Relative distribution of exhaust gases

Location of the samples |
relative to the exhaust
gases Location of the samples

relative to the exhaust

Viss=7.91 km/s

a) b)

Fig. 11. Different flow of the samples, depending on the position
of the motors used for correction

Conclusion

It can be assumed that the minimal changes on the surface of GC
samples, “front”, is due precisely to the large amount of fuel used during the
experiment, which turned into gases from the nozzles of the engines of the
ships Progress, Soyuz and Cygnus during their docking (undocking) and
correction and control of the Zvezda module in ISS orbit. These assumptions
are also confirmed by the conducted physico-chemical studies of the surfaces
of GC samples (respectively “front” — “backside”). Differences are observed
between the “front” and “back-side” glassy carbon coating. Thinning in the
glassy carbon “front” coating layer is due to the different impact and
oxidation conditions from the gas jets determined by their location.

Acknowledgments: This work is financially supported by the
Bulgarian National Science Fund under Project KP-06-H27/2, 08.12.2018.
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BJIMAHUE HA PABOTATA HA JIBUT'ATEJIUTE HA KOCMHUYECKUTE
KOPABU U HA MKC BbPXY OIIUTHUTE OBPA3LHU OT PA3JIMYHU
MATEPHUAJIN, MOHTUPAHU BHPXY BBHIIHATA ITIOBBPXHOCT
HA MOJIYVJIA ,,3BE3JIA“

1I. I'eyos, A. Byzekosa-Ilenxoea, H. 3azopcku, I. Mapoupocsan, /. 3aghupos

Pesrome
B paborara e npeacTaBeHO n3cieqBaHe Ha BIUSHUETO Ha JABUTaTEIHUTE Ha
KOCMHMYECKHTE KOopadu u MexxayHapoIHaTa KOCMUUYECKa CTAHLIUS IIPH KOPEKIHS Ha
BUCOYMHATAa Ha opOuTara Ha craHuuATa. ONpeneseHn ca 30HUTE Ha JEHCTBHE Ha
ra3oBUTC CTPYU U TAXHOTO BBSI{GIXCTBI/IG Ha OKOJIHaTa Cp€aa U MOBBPXHOCTUTE HA
eKCHEpUMEHTATHUTE 00pa3y OT pa3IMYHU MaTepUald, MOHTUPAHU Ha BHHIIHATA
CTpaHa Ha MoAyJa ,,3Be3aa".
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Abstract

The use of remote sensing methods for monitoring, managing, and decision support in
agriculture is increasingly intensifying. With the advancement of technologies, they become more
accessible, while the quality and security of the obtained data are improving. To improve the quality of
the environment and its preservation, expanding the areas occupied by organic farming will allow us
to achieve these goals. At the same time, this type of agriculture provides healthy and safe food. For
this reason, it is essential to start applying satellite data in organic farming as quickly as possible. In
Part 11 of the "Review of the applications of satellite remote sensing in organic farming," we examine
the various areas of satellite data application in organic farming. Five areas of satellite data
application in organic farming have been identified, including satellite remote sensing monitoring of
weeds, remote sensing of crop stress and irrigation needs, yield forecasting using remote sensing
methods, and remote sensing monitoring of plant nutrition. From the conducted review, we found that
satellite data can significantly support and facilitate the transition to organic farming, adequate
fertilization, application in phytosanitary monitoring of crops, and assessment of crop stress.

Introduction

In the first part of the "Review of the applications of satellite remote sensing
in organic farming,” published in issue 35, we examined the main applications of
remote methods, the use of satellite data, and the potential of uncrewed aerial
vehicles (UAVs) platforms in agriculture, and their possible application in organic
farming. We analyzed publications on the topic published in specialized databases.
Our analysis revealed that the top 25 most cited publications, indexed in CrossRef
and parsed by the Scite_ platform (https://scite.ai accessed on 06.02.2024), were
published by Elsevier, followed by AAAS, Wiley, and MDPI. Further analysis of
the literature on the issue showed that the most cited publications are from 2010,
2011, and 2013, indicating that the interest in satellite data applications in organic
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farming is relatively recent, dating back approximately 14 years. We also analyzed
using the open web tool WordItOut (https://worditout.com accessed on 06.02.2024).
The word cloud mapped 141 words out of 301 unique words. Other commonly
occurring words include "image,” "plant," "vision," "resolution,” "spectral,"
"surface,” and "grain," which more or less reveal the main objectives of the studies
in question.

Materials and methods

This study provides an overview and a comprehensive analysis of articles,
reports, and materials published online in the scientific databases Scopus,
ResearchGate, and Google Scholar. A combination of keywords with logical queries
was used when searching the scientific and specialized database from the beginning
of space remote sensing from the late 1980s to 2021. The main keywords that we
used are: "organic farming" AND "remote sensing”, "organic farming" AND
"satellite data". The results obtained were categorized into five application categories
of satellite data in organic farming. The separated application categories are satellite
remote sensing monitoring of weeds, remote sensing of crop stress and the need for
irrigation, forecasting yields using remote sensing methods, and remote sensing
monitoring of plant nutrition.

Results and discussion

Satellite remote sensing monitoring of weeds

Weed control on organic farms is one of the main problems facing organic
farming. Remote sensing monitoring systems can help overcome the problems
caused by weeds. This can be achieved by integrating drones carrying different
sensors and satellite images that include hyperspectral, multispectral, and RGB in
combination with artificial intelligence, guaranteeing a better result in weed
management [1].

Information on the distribution of weeds in the field is necessary to compile
an assessment map of crops to determine the achievement of their biological
threshold of harmfulness. Perez et al. (2000) [2] propose two approaches to
automatic weed monitoring:

- Rough identification of weeds in the observed areas by remote sensing.

- Fine identification using proximal methods, such as video imaging and
image analysis, should confirm the location and allow the most appropriate local
treatment of the crop to be selected.

A review of the potential of remote sensing techniques for crop protection
suggests that one way to differentiate between weeds and crops is by studying
temporal patterns of plant indices during the growing season [2, 3]. In addition, using
remote sensing methods, only a few species of weeds in different phenophases can
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usually be distinguished. The spectral characteristics of weeds should be taken from
populations in groups of weeds identified shortly before the detection process, as
characteristics are highly variable and depend on the phenophase of weeds or weed
associations [2, 4]. Two approaches are usually used for automatic weed monitoring.
One is to establish geometric differences in leaf litter between crops and weeds
[5-10]. The second approach is based on differences in spectral reflectivity. It is
possible to look for differences in the location of the crop and the weeds in the crop
[2, 11]. Guyer [5] explored the possibility of using leaf shape for plant identification.
The team led by Franz [12] used local spectral characteristics of plant leaves to
distinguish different weeds. Zhang and Chaisattapagon (1995) [13] use machine
vision to identify weeds in wheat fields. They apply three approaches to distinguish
them from cultivated plants: color analysis, shape analysis, and texture analysis. In
the laboratory, they use black-and-white digital images with various color filters.
They found that red and green filters effectively detect reddish stems in some weeds.
Leaf-blade parameters are adequate for distinguishing deciduous weeds from cereal
leaves. Another way to differentiate young crops and weeds is by analyzing the
spectral reflectivity using specific wavelengths ranging from 200 to 2000 nm [14,
15]. We can say that the opportunities offered by RS are significant for weed
management in organic farms, as the use of herbicides is prohibited there.

Remote sensing of crops’ stress and the need for irrigation

The RS provides an excellent opportunity to assess stress, and these methods
are also used to calculate different vegetation indices that estimate different crop
parameters [16-18]. Remote sensing methods in agriculture can be a powerful
technique for visualizing, diagnosing, and quantifying the crop response to stress
caused by abiotic, biotic factors or improper management decisions. In most cases,
stress leads to deviations in plants' pigmentation, which can be used to diagnose
stress in crops using RS methods [19, 20]. The main problem facing conventional
and organic farming is the quantification of crop water consumption and the water
stress they experience. Using satellite-based images and the computational
processing of satellite images is an opportunity to manage water stress on crops in
organic farming [21, 22]. Sharma [23] proposed that the irrigation problem in
organic farms be managed using RS and data processing using a Support Vector
Machine (SVM). Data is stored in computer software sent to SVM to determine the
status of crops on organic farms. The information is sent to the user interface, where
the farmer receives farm information using Google's mobile communication module.
This image-processing method allows farmers to take preventive action to save
crops. Solaiman and Salaheen [22] note that there has been an increase in interest in
using satellite and RS for organic farming, with the primary goal being to establish
the health status of farms. Vroege [24] proposed that RS technologies be used to
compile drought risk assessment maps based on satellite soil moisture data. These
cards are used to limit financial risk for farmers affected by drought.
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Forecasting of yields using remote sensing methods

Crop production is perhaps the most critical information for crop
management in precision agriculture. A big problem is that yield data are obtained
after the season, while issues such as nutrient deficiencies, water stress, or pest
infestation must be managed during the growing season. Images from satellites or
UAVs obtained during the growing season have the potential for post-season and
in-season management. In addition, yield maps composed of images obtained by DM
can be used as an alternative when yield monitor data are unavailable [19, 25].
Because yield does not affect the reflectivity of the crop, it is derived indirectly from
other biophysical parameters of the crop [25, 26]. It was ultimately found that this
relationship can only be explained implicitly by biophysical and biochemical
characteristics, even though it may suggest that the determination of cereal yield
directly from reflection spectra is statistically feasible [26-30]. From RS data,
chlorophyll content (CHL) and leaf area index (LAI) may be accurately determined
and linked to yield [26, 31-33]. In addition, soil mineral nitrogen naturally has a
strong effect on plant development and, thus, on chlorophyll production and leaf
area, so these parameters can be considered indicators of nitrogen uptake in plants
[34]. LAl is one of the most important parameters for describing plant conditions in
agriculture. It can be used, for example, to obtain information on biomass, nutrient
supply, growth stage, and yield assessment [35]. Many studies have been published
on assessing LAI using hyperspectral data from remote sensing [26]. According to
[26], LAl and CHL forecasts from UAV-based hyperspectral data for yield
forecasting are promising.

Remote sensing monitoring of plant nutrition

Efficient food production requires a balance between minimizing
environmental damage and maximizing yields [36]. From the point of view of the
agricultural producer, the most critical economic parameter is the achieved yields.
Generous application of nitrogen fertilizers within legal limits leads to higher costs
without added value in additional yield. In addition, new concepts for monitoring
these effects during vegetative growth allow the development of precision farming
applications specifically designed for efficient N fertilization [37]. RS will support
decision-making regarding plant nutrition in organic farming by collecting and
analyzing data, formulating specific management recommendations, and
implementing management practices to correct factors that limit crop growth,
productivity, and quality [37-41]. Sozzi [42] found that it is most cost-effective to
use the vegetation index NDVI generated from satellite images with medium-
resolution satellite data with good optical properties and high-resolution satellites
with lower optical quality to determine the needs of H fertilization in the fields._In
combination with GIS and using different vegetation indices such as NDVI, remote
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sensing methods make it possible to map different fertilization rates in the field
[37, 43].

Conclusions

In conclusion, it should be said that remote sensing methods can
significantly support and facilitate the transition to organic farming. RS can
adequately manage fertilization in organic agriculture. RS can signal the
phytosanitary state promptly and assess crop stress on organic farms and in weed
management. Using the capabilities of RS, organic farmers can forecast yields,
which helps them to plan their costs and profits better and thus increase the
sustainability of their organic farm. With the help of RS, biodiversity in agriculture
can be monitored. They provide a perfect opportunity to remotely distinguish
biological fields from conventional fields, which can serve state organizations and
certification bodies to control organic farmers to comply with the rules and norms of
organic farming.
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NPUJIOXKEHUE HA CHBTHUIUTE B BUOJIOT'UYHOTO
3EMEJIEJIME
(Yacr 1)

M. Yanes, JI. Qunues

Pe3ome

VYnorpebaTta Ha NUCTAHIIMOHHM METOJU 32 MOHHUTOPUHT, YIPaBJICHUE H
MOATIOMAaraHe Ha B3€MaHETO Ha PELICHUs B 3eMECIUETO ce 3acuiBa Bce noseue. C
Pa3BUTHETO HA TEXHOJIOTHHUTE T€ CTABAT BCE MO-IOCTHITHH, KATO CHIIEBPEMEHHO CE
mo100psiBa KAa4eCTBOTO U CUTYPHOCTTA Ha MoiydeHuTe nanHu. CTpeMelku ce KbM
mooOpsiBaHe Ha KauyeCTBOTO HAa OKOJHATA Cpella M HEHHOTO OIa3BaHE pasIIupsi-
BAaHETO HA 3aCTUTE IUIOIIHA C OPTAaHUYIHO 3E€MECIIHUE III¢ HH MTO3BOJIH Ja MMOCTHTHEM
Te3u 1el. ChIeBPEMEHHO C TOBA TO3H THIT 3eMEIEINE TPEIOCTaBS 3IPABOCIOBHU H
Oe3omacHu xpaHu. VIMEHHO mToOpaau Ta3ud MPUYMHA € OT TOJIAMO 3HAYCHUC
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MaKCHMAaJTHO OBP30 J1a ce 3al0YHe C IpHIaraHe Ha CaTeJIMTHH JaHHU IIPU OpraHuy-
Hoto 3emenenue. B wact Il Ha ,,Review of the applications of satellite remote sensing
in organic farming® pasrimexmame pa3nHYHUTE OOJNACTH Ha MPHIOKEHHE Ha
CaTeJMTHUTE JaHHH B OPraHWYHOTO 3emezenvie. OTHENCHH ca TeT pa3IHyHH
00JIacTH Ha MPHUJIOKEHUE HA CATEIIMTHUTE JTAaHHU B OPTAaHUYHOTO 3eMeieNTue, KOUTO
ca: caTeJMTeH MOHUTOPUHT Ha IJICBEJIUTE, JUCTAHIIMOHHO HAOIIOJCHUE HA CTpeca
Ha KYyJITypuUTe U HEOOXOJMMOCTTa OT HAlOsIBaHE, MPOTHO3UpaHE Ha JOOWUBUTE C
MOMOIIITa Ha AUCTAHIIMOHHH METOH, TUCTAHIIMOHEH MOHUTOPHHT Ha XPaHEHETO Ha
pactenusita. OT HampaBeHUs TPETIIE] YCTAHOBUXME, Y€ CATEIIUTHUTE JaHHU MOTaT
3HAYHTEITHO JIa TIOJIIOMOTHAT M YJIECHST Mpexojia KbM OUOJIOTHYHO 3eMeieine, 1a
ce W3BBpUIBA aJEKBATHO TOpEHE, HaMupa NPWIOKEHHE NpH (HUTOCAHUTAPHUS
MOHUTOPHUHI HA ITIOCEBUTE U OLICHKA Ha CTPECaA, KOMTO M3MUTBAT KYJITYpHUTE.
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Abstract

Lunar imaging spectrometers play a leading role in studying the Moon’s mineral
composition. The accuracy and reliability of the acquired data depend on the calibration process. Key
stages of it include laboratory calibration, in-flight validation, on-orbit calibration, and cross-
calibration. During these stages, various techniques and methods are used for calibration to achieve
higher radiometric accuracy when recording the spectral reflective characteristics of materials in
scenes from the lunar surface. These methods include capturing well-known calibration astronomical
targets and calibration sites and comparing data from previous lunar surface studies obtained from
orbital devices or ground-based telescopes. Other methods are capturing the Earth’s atmosphere and
utilization of on-board sources, such as lamps with a standardized emission spectrum. This paper
reviews the techniques and methods utilized for in-flight and on-orbit calibration of lunar imaging
spectrometers, drawing from an extensive overview of referenced science papers.

Introduction

Spectroscopy is an essential analytical method used to investigate material
composition and related phenomena by observing the interactions between light and
matter [1-3]. A notable benefit is its ability to ascertain composition remotely
without requiring direct physical contact [4, 5]. The primary role of an imaging
spectrometer is to identify materials or terrestrial features based on their spectral
signature. The imaging component essentially acts as a map that displays the spatial
location of these spectra, enabling comprehensive mapping and analysis of planetary
surfaces [6]; it also finds wide application in Earth observation research, ranging
from agricultural studies to wildlife population observation [7, 8]. To ensure precise
spectroscopic measurements, it is essential to have a high signal-to-noise ratio
(SNR), high calibration accuracy, and high response uniformity [9].

This article specifically focuses on the methods applied for in-flight, on-
orbit, and on-board validation of the laboratory calibration of imaging spectrometers
used in the SMART-1 (ESA), KAGUYA (SELENE) (JAXA), Chang’E-1 (CNSA),
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Chandrayaan-1 (ISRO), and Chandrayaan-2 (ISRO) Moon missions. The specific
instruments discussed include SIR (SMART-1 Infra-Red Spectrometer) [10], SP
(Spectral Profiler onboard KAGUYA (SELENE) [11], IM (Interference Imaging
Spectroradiometer onboard Chang’E-1) [12], HySI (Hyper Spectral Imager onboard
Chandrayaan-1) [13], SIR-2 (Near Infrared Spectrometer onboard Chandrayaan-1)
[14], M3 (The Moon Mineralogy Mapper onboard Chandrayaan-1) [9], and IRS
(Imaging Infrared Spectrometer onboard Chandryaan-2 orbiter) [15]. Each of these
spectrometers has its advantages and disadvantages, leading to specific
characteristics in the acquired dataset. These datasets undergo specific processing
and calibration before being prepared for use. In some cases, there were disruptions
in the acquired spectral data, which imposed limitations on their usage. The science
teams, dedicated to each instrument developed custom calibration methods and
mathematical algorithms to normalize the registered output data and better
understand the effects and characteristics of the imaging spectrometers.

The success of an imaging spectrometer relies on its design, built-in
components, alignment, calibration, and stability during and after launch in the
operational space environment [16]. These factors contribute to enhanced
performance in terms of spectral, radiometric, spatial, and uniformity characteristics,
which are critical for the calibration. It is paramount to verify the instrument
characteristics measured during laboratory calibration after launch [17]. This is
achieved by utilizing pre-launch measurements for characterization and observing
well-known astronomical targets during flight to ascertain the effects of the space
environment on imaging spectrometers [18]. The calibration process includes
laboratory characterization and techniques for in-flight, on-orbit, and on-board
characterization and validation. The survey aims to compile and present different
calibration targets and methods employed in the reviewed imaging spectrometers'
in-flight and on-orbit calibration process.

Development, alignment, testing, and calibration

The imaging spectrometer components are aligned and tested to ensure that
its opto-mechanical, thermal, and electronics subsystems meet the science
measurement requirements. The laboratory testing and calibration process is
improved by utilizing a thermos-vacuum chamber, which simulates space vacuum
conditions and a wide range of temperature fluctuations. This chamber allows for
evaluating the instrument's performance under challenging low Moon orbit
conditions, where temperatures can range from 400 K to 70 K when not illuminated
and up to 400 K under direct illumination [9, 14, 15].

To accomplish this, a series of full imaging spectroscopic light
measurements are conducted through calibration cold cycles in a thermal vacuum
chamber for alignment and calibration purposes. Within this thermal vacuum
chamber, the imaging spectrometers observe spectral, radiometric, and spatial

211



illumination sources that can be traced back to absolute standards at operational
temperatures. Laboratory measurements and calibrations are performed to
understand the intrinsic effects of the spectrometer and to offset these effects during
subsequent calibration processes. Thorough lab analysis leads to the development of
algorithms that can effectively correct a sensor's output and enhance its performance
[19].

In-flight, on-orbit, and onboard confirmation of calibration and
measurements

Human-made devices deployed in space are exposed to intense cosmic and
solar radiation, potentially damaging the equipment. Fortunately, the Earth's
atmosphere and geomagnetic field serve as protective shields against these harmful
effects. However, devices in space must still endure severe vibrations and the
vacuum environment to reach their designated research destinations. Once in space,
these devices face many challenges, including wide temperature variations,
heightened galactic and solar radiation, and the constant risk of colliding with high-
energy particles, micrometeoroids, and space debris. Unlike Earth, the Moon lacks
an atmosphere and a robust magnetic field, leaving devices in lunar orbit more
vulnerable to these hazardous conditions. As a result, the harsh conditions in space
can disrupt the components of these instruments, hinder their standard functionality,
and cause damage [20].

Given the challenging launch process, the harsh environment of space, and
the lengthy journey to the Moon, it is essential to calibrate imaging spectrometers by
comparing their in-flight and on-orbit data with the preflight calibration results. The
preflight calibration is a benchmark for the spectrometer's properties, while in-flight
and on-orbit activities help update these calibrations to ensure accurate
measurements of the object's surface [21].

The process of obtaining data from Earth observations (Fig. 1.) while the
device is in-flight or in orbit is crucial for the precise validation and calibration of an
imaging spectrometer's spectral performance and dark data (Fig. 2.). To achieve this,
observations of Earth are conducted to record the spectral signature of the Earth's
atmosphere, which is influenced by various gases such as 02, CO2, and water vapor.
These absorption features in the atmosphere are then utilized to evaluate the spectral
calibration of the imaging spectrometer while in orbit, ensuring consistency with the
pre-launch laboratory spectral calibration. The accuracy of the imaging
spectrometer's measurements can be validated using the MODTRAN (MODerate
resolution atmospheric TRANsmission) [22] radiative transfer code, which involves
comparing the calibrated spectra from the imaging spectrometer with the modeled
spectra from MODTRAN. MODTRAN, developed through a partnership between
Spectral Sciences Inc. and the Air Force Research Laboratory, is integrated into
various operational systems and research sensors to process multi- and hyperspectral
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remote sensing data requiring atmospheric correction [23]. This goes back to the
HITRAN database of atmospheric gas absorption lines [24] and the laser calibration
sphere, which has known laser wavelengths. HITRAN (High-Resolution
Transmission Molecular Absorption Database) is a collection of spectroscopic
parameters used by several computer programs to simulate the transmission and
emission of light in the Earth's atmosphere. It was developed by the Atomic and
Molecular Physics Division at the Harvard-Smithsonian Center for Astrophysics and
is accessible to users on HITRANonline [25]. Aligning the positions of the
wavelengths of the detected spectral absorption bands in Earth's atmosphere with
those of the modeled ones provides crucial confirmation of the spectrometer's in-
flight spectral calibration [9, 15].
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Fig. 1. Image of Earth taken Fig. 2. Spectral radiance signature is graphed in
from the Moon’s orbit for M3 conjunction with reference or standard spectra to
spectral calibration validation compare the positions of spectral absorption bands

[26] [15]

To perform in-flight calibration, spectra can be captured from celestial
bodies such as Jupiter (Fig. 3) and bright stars. Additionally, dark frames of
unilluminated surfaces and areas of the dark sky can be utilized to test and confirm
the calibration carried out on the ground [10]. The uniformity of the spectral
Instantaneous Field of View (IFOV), which refers to the position of the IFOV
relative to wavelength, is evaluated by analyzing bright targets in shadowed Polar
Regions of datasets. These profiles, see Fig. 2, are normalized to a high radiance
value, and their alignment across different spectral regions as they intersect with a
brightly illuminated sample is used to validate the spectral IFOV uniformity of
imaging spectrometers in lunar orbit [9].
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Fig. 3. The James Webb Space Telescope’s NIRCam instrument, using a 2.12 micron filter,
captures images of Jupiter, positioned in the center, and its moon Europa, to the left
[Image credit: NASA, ESA, CSA, and B. Holler and J. Stansberry (STScl), 27]

During flight, radiation exposure can affect the dark current in detectors.
While the overall rate of dark current remains constant, there is an increase in the
number of pixels that exhibit a significant rise in responsivity (hot pixels) and multi-
stable responsivity (RTS pixels). To account for this, bad pixel maps can be
continuously updated to reflect the growing count of these pixel populations. The
noise level of the imaging spectrometer is assessed by examining every pixel of the
focal-plane array for new dead or damaged pixels. This is done using nighttime data
from multiple images with lower exposure rather than capturing a single image with
a long exposure time [28]. In addition, calibration characteristics obtained during the
laboratory phase are utilized to evaluate the wear of the sensor and identify any
inconsistencies in the collected data. This is achieved by recording calibration sites
sequentially under consistent lighting conditions to track data changes and highlight
any degradation in the sensor and its calibration. Regular observations conducted
before and after each lunar day during the night [11] are used to make corrections
for dark-level noise. Moreover, observations from deep space, nighttime [13, 29],
and the dark side of the Moon can also contribute to the dark calibration process
[26]. These observations aid in removing or correcting dark offset in the data.

The process of lunar calibration involves using the Moon's surface as a
reference point for calibration. The reflectance of the Moon's surface is based on
measurements obtained by Earth-based telescopes and previous lunar missions. Over
a billion years, the Moon's surface reflectance has exhibited less than 1% variance,
indicating high stability [30]. It is assumed that the Moon's phase of active volcanism
concluded around 1.2 billion years ago during the Copernican period, and thus, the
basic layout of albedo units on the Moon's surface is believed to have remained
constant since then. With its high stability, the Moon's surface reflectance serves as
a reliable photometric benchmark. Notably, the Moon's surface exhibits significant
brightness variation at a phase angle || < 7°, which is attributed to the strong
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backscattering or brightness opposition effect. This brightness dependency on the
phase angle provides valuable insights into the surface's composition and
microstructure [31].

Fig. 4. RObotic Lunar Observatory (ROLO) at U.S. Geological Survey at the Flagstaff
Science Campus in Flagstaff, Arizona [32]

To enable the Moon to serve as a radiometric calibration standard for
spacecraft instruments in Earth’s orbit and to develop a radiometric model of the
Moon, NASA funded the U.S. Geological Survey at the Flagstaff Science Campus
in Flagstaff, Arizona. This funding led to the establishment of the ground-based
RObotic Lunar Observatory (ROLO) (Fig. 4.). The ROLO’s lunar spectral irradiance
specification is based on a database of spatially resolved radiance images of the
Moon. These images were obtained from an observatory specifically designed and
constructed for this project. Over more than six years, ROLO collected observational
data, covering phase angles from near eclipse to typically 90 degrees before and after
a full Moon, and encompassing a broad spectrum of observable libration angles. The
radiometric model of the RObotic Lunar Observatory (ROLO) can estimate the
Moon’s brightness (irradiance) with an approximate precision of 1% over a broad
phase range. This precision is advantageous for calibrating imaging spectrometers
that are in orbit around the Moon [33]. The validation of spectral calibration while
in orbit is achieved by comparing the location of absorption lines of pyroxene and
olivine, as measured in the spectra of the imaging spectrometer. The validation of
radiometric calibration is done by comparing measurements from imaging
spectrometers with those from ROLO [9, 34]. The data sets are searched to find
measurements with similar illumination and observational conditions for
comparison. Data from an internal calibration lamp, which offers radiometric
calibration details independent of lunar surface calibration sites, assists in tracking
the radiometric sensitivity and spectral positioning of each pixel. This method aids
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in distinguishing variations in sensitivity between data collected during flight and
prior to flight. It also allows for updating the master flats (reference image) and the
responsivity of each pixel throughout the mission [11, 28 and 35]. Lunar
observations made by lunar on-orbit imaging spectrometers can be validated by
comparing them with data from other instruments that observe the moon, including
Earth-based telescopes.

The imaging spectrometer calibration can be validated by monitoring
specific lunar calibration sites, such as Apollo 16 (Fig. 5), Mare Serenitatis 2 (Fig.
6), and other areas on the lunar surface. These sites have recognized near-infrared
spectra derived from soil samples or telescope observations that have been adjusted
for atmospheric influences [11, 13].

Fig. 5. Image of Apollo 16 Central Fig. 6. Image of Mare Serenitatis [35]
Nearside Highlands [35]

Following global discussions, at scientific forums, under the COSPAR
(Committee on Space Research) program in Beijing, and at the 8th International
Conference on Exploration and Utilization of the Moon, the Lunar International
Scientific Calibration/Coordination Targets (L-ISCT) (Fig. 7.) [35, 36], were
proposed. This list of eight lunar calibration sites aims to enable cross-calibration of
various multinational instruments, with the goal of creating a globally calibrated
dataset for comparison with other instruments. Five of these targets were identified
and discussed in depth at the 8th International Conference on Exploration and
Utilization of the Moon, following their presentation at the COSPAR meeting in
Beijing. This concept received international endorsement and was included in the
Lunar Beijing Declaration [37]. The Apollo 16 site was selected first on the list of
lunar calibration sites as part of the international collaboration and coordination
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effort. Given the inevitable limitations of spacecraft resources, the site was chosen
for its optimal calibration characteristics, which allow calibration of instruments
performing orbital imaging, UV-Vis-NIR, gamma-ray spectroscopy, X-ray and
neutron spectroscopy, altimetry, thermal, radar, and microwave imaging. The Apollo
16 site is a large area of relatively uniform feldspathic highlands on the lunar
nearside. This knowledge is derived from the analysis of returned lunar samples. The
site has become crucial for calibrating lunar spectroscopic data, with spectra of
representative lunar soil sample 62231 [38, 39] collected and returned to Earth by
the Apollo 16 crew. These samples were analyzed under laboratory conditions by
the Reflectance Experiment Laboratory (RELAB) [40] and included in the Lunar
Sample Compendium (https://curator.jsc.nasa.gov/lunar/lsc/ index.cfm) serving as
““ground truth’’ for data obtained by remote sensing [37]. The remaining calibration
targets on the list include: #2 Lichtenberg crater; #3 Apollo 15 Hadley Rille (Fig.
8.); #4 South Pole-Aitken Basin Th-anomalies; #5 Tycho crater; #6 Polar Region
with shadows; #7 North Schrodinger; #8 Mare Serenitatis. Each of these proposed
calibration targets is distinguished by its unique features and is linked to significant
unresolved scientific inquiries.

This calibration method leads to better results than previous methods, such
as observing stars or star patterns. By observing calibration sites, data from remote
sensing of the Moon can be calibrated using laboratory-tested spectral reflectance
characteristics of lunar surface samples. Aligning this data with data from previous
lunar missions and data recorded by ground-based telescopes greatly aids consistent
interpretation and analysis of lunar surface mineralogy.

Fig. 7. A lunar map highlighting the eight suggested ISCT areas, each marked
by a number, along with the CE-3 landing site, which is proposed as a new
calibration site and labeled as #9 [35]
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Fig. 8. M3 image of the Apollo 15 landing area, including the Hadley Rille [26]

The Visible-Near Infrared Spectrometer (VNIS) on China’s Chang’E-3
(CE-3) mission’s “Yutu” rover recorded the Moon’s first in situ reflectance. The
landing site of CE-3 is proposed as a new calibration site (Fig. 9.). The VNIS in situ
reflectance indicates that the CE-3 landing site has a very low absolute reflectance,
implying a high concentration of FeO and TiO2. The VNIS measurements fall
between those from the Lunar Reconnaissance Orbiter Camera Wide Angle Camera
(LROC WAC) and Spectral Profiler (SP), and those from the Moon Mineralogy
Mapper (M3) and Imaging Infrared Mapper (IIM). Compared to commonly used
calibration sites like MS-2 and Apollo 16 Highlands [41], the CE-3 calibration site
is much younger and less impacted.

Fig. 9. Image of CE-3 calibration site [41]
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Data from the Clementine mission can also be utilized. This can be achieved
either by using Clementine’s five channels that fall within the instrument’s spectral
range or by using Clementine UVVIS data for consistency checks [42].

The calibration models and laboratory tests primarily focus on the structures
of the imaging spectrometers, neglecting the stray light from other parts of the
spacecraft. However, images from in-flight system health checkouts have shown
that, under specific illumination geometries, imaging spectrometers are susceptible
to stray light reflecting off other instruments and structures on the spacecraft. A
thorough stray light model of the entire spacecraft is utilized to mitigate these effects
and examine various observational conditions. Such analyses enable the
determination of spacecraft orientations relative to the Sun that are most beneficial
for reducing stray light during critical observations throughout the mission. These
predictions are validated in flight by capturing images with the spacecraft positioned
in a range of orientations surrounding the anticipated optimal conditions [28].

Conclusion

This study underscores the critical role of comprehensive calibration in
guaranteeing the accuracy of data acquired by lunar imaging spectrometers. Our key
findings reveal that custom-developed corrections effectively address performance
variations during flight and orbit. Earth's atmosphere spectral signature observations,
lunar models, and dedicated calibration targets facilitate data calibration.
Additionally, internal calibration lamps, Clementine mission data, and telescope
observations offer valuable validation sources. Importantly, in-flight and on-orbit
calibration strategies tackle instrument stability, spectral registration, stray light, and
environmental effects. Challenges such as limited access to calibration standards,
variations in lunar surface composition, stray light contamination, and the visibility
of calibration targets persist. Continuous advancements in calibration methodologies
are essential for enhancing the accuracy and reliability of lunar imaging
spectrometers, ultimately paving the way for gaining deeper insights into the
properties, composition, and geological history of the Moon.
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KAJIMBPUPAHE HA OIITUYECKHU CIIEKTPOMETPU 11O BPEME
HA ITOJIET U B OKOJIOJIYHHA OPBUTA - OB30P

H. Hganoe, JI. Dunues

Pesrome

OnTuyeckuTe CHEKTPOMETPU HMMAT BOJEIIa pOJsl B H3CIEABAHETO HA
MHUHEpanHus cbcTaB Ha Jlymara. TodHOCTTa M HageKAHOCTTA HA JaHHUTE,
pETHCTpUpPaHH OT TE3W HMHCTPYMEHTH, 3aBUCAT OT Mpoleca Ha KaauOpupaHe.
KirouoBu eramu OoT Hero 3aema J1abOpaTOPHOTO KaTMOpHpaHE, BAJIHIMPAHETO IO
BpeMe Ha I0JIeT, B OpOUTA M HACPEIIHOTO Kanuopupane. [1o Bpeme Ha Te3u eTanu ce
M3MO0JI3BAT PA3IMYHU TEXHUKU U METOIH 3a KIMOpHUpaHe C IIeJ IOCTUraHe Ha IOo-
BUCOKa PaJMOMETPUYHA TOYHOCT. Te3u METOIM BKIIIOYBAT 3aCHEMaHEe Ha 3eMHAaTa
arMocepa, Ha J00pe W3BECTHH acCTPOHOMHYECKH LENH M IUJIOMIAJKK 32
KanmuOpupane. CbhIOCTaBKa ¢ JaHHH OT HPEIUIIHH H3CIEABAHUS, TOIYYECHH OT
OpOHMTANHY amapaTH WIM 3€MHH Teleckomnu. [Ipumoxkenne Hamupar U OOpHOBH
M3TOYHHIM 32 KaluOpHpaHe, KaTo JIAaMIU CbC CTAHAApPTU3HPAH CHEKThD Ha
nznpyBane. OO30pPBT MpEACTaBsl Mperyie]] Ha TEXHUKH U METOJAM, M3IMOJI3BaHU 32
KanuOpHupaHe Ha ONITHYECKH CIIEKTPOMETPH, B TToJIeT KbM JlyHarta u B TyHHa opOuTa,
MOATOTBEH Bb3 OCHOBa Ha OOIIMPEH Mperiiel Ha IMTHpaHaTa pedepupaHa H
HepedepupaHa HayyHa JIUTEpaTypa.
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New books

DOI: https://doi.org/10.3897/arb.v36.e20

At the end of 2023, the Bulgarian Academy of Sciences Publishing House "Prof.
Marin Drinov" published the second revised and supplemented edition of the book
"Introduction to Cosmonautics” by Prof. Doctor of Technical Sciences and Doctor of
Physics Eng. Garo Mardirossian. The author is well known to space research and
technology specialists for his ten books, over 150 scientific publications and reports,
more than 60 patents, and hundreds of popular science articles in print and electronic
media.

The book "Introduction to Cosmonautics” is dedicated to
an interesting and complex interdisciplinary field of scientific
and applied science — space research and technology.

After a brief synopsis of outer space, the Earth-orbiting
Cosmos, and their study, the reader is introduced to the individual
elements of cosmonautics. The spacecraft, their orbits for various
purposes and the ground-based space complexes are examined.
The main ideas in cosmonautics follow — construction of space
apparatuses, space physics, space meteorology, remote sensing
of the Earth, space materials science and materials production,
space communication systems, space navigation and geodetic
systems, space biology, and medicine.

Brief information on the application of space technologies in military affairs and
security is also presented. The last part of the book is devoted to studying some of the
solar system planets.

Naturally, this second revised and supplemented edition also includes the most
significant successes and achievements of world cosmonautics in the period from the
first edition in 2012 of the book until now. It also provides a brief overview of the
historical development and more significant successes of space research and technology
in Bulgaria.

The book also includes some of the results obtained by the author during his more
than 40-year work at the Space Research and Technologies Institute (SRTI) at the
Bulgarian Academy of Sciences.

The book is intended for a wide readership — researchers in the field of space
studies, Earth sciences (geography, geophysics, geology, hydrology, meteorology, etc.),
natural sciences, aviation and cosmonautics, as well as teachers and students in
secondary schools and higher civilian and military educational institutions.

TAPO MAPAUPOCHH

Corr. Member DSc Eng. Petar Getsov

Mardirossian G. Introduction to Cosmonautics (second revised and supplemented edition). "Prof. Marin
Drinov" Publishing House at Bulgarian Academy of Sciences, Sofia, 2023, 271 p,
ISBN: 978-619-245-350-3
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