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Abstract

On 29 October 2018 at 13:08 Japanese Standard Time was successfully launched the
Greenhouse gas Observing SATellite (GOSAT-2) from the JAXA Tanegashima Space Centre. Piggy-
back with the GOSAT-2 satellite in a circular (623 km), polar synchronous orbit, was launched the
22 kilogram mass satellite Ten-Koh (http://kit-okuyama-lab.com/en/ten-koh/). It was developed in
Kyushu Institute of Technology by Prof. K. Okuyama, Chief Scientist of the Spacecraft. Ten-Koh
satellite is observing Low Earth Environment (LEQ). The primary purpose is to provide valuable data
for future development of satellites for operation. Ten-Koh's primary science instrument is the
Charged Particle Detector (CPD) developed at the Prairie View A&M University, and NASA
Johnson's Space Centre of Houston, TX, USA. Principal Scientist of this payload is Prof. P. Saganti
(https://www.pvamu.edu/raise/space-payload/charged-particle-detector-2018/). Principal Engineer of
the CPD project is S. D. Holland (formerly with NASA-JSC and currently with Holland-Space LLC,
Houston, TX, USA). SRTI-BAS received a request from Prof. Saganti to develop a Liulin type
instrument to be part of the CPD payload. Scientists from SRTI's Solar-Terrestrial Physics
Department have developed and handed three units per request (engineering, flight, and operational
models) of the instrument named “Liulin Ten-Koh”. These instruments are similar to the RADOM
instrument, which worked in 2008—2009 on the Indian Moon satellite Chadrayaan-1 [12]. This paper
describes the flight model, “Liulin Ten-Koh Saganti” instrument and standard sources radiation
tests, which were performed during the calibrations in the laboratory of SRTI-BAS. As of this writing,
Ten-Koh spacecraft is making a polar orbit passes as expected at about 623 km altitude and at 98
degree inclination with healthy telemetry data as received by several ground stations across the
world. The first received data from “Liulin Ten-Koh Saganti” instrument of the Ten-Koh spacecraft
are presented. The available at this moment Galactic Cosmic Rays (GCR) L-value profiles of the dose
rate and the dose to flux ratio (D/F) from 11 December 2018 are compared with the R3DE profile at
the International Space Station (ISS). Additionally, the integral “Liulin Ten-Koh Saganti” instrument
LET spectrum from 11 December 2018 is compared with spectra from other instruments, measured in
and out of the Earth magnetosphere.
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1. Introduction and “Liulin Ten-Koh” instrument description

The most notable difference between occupational radiation exposures that
occur on Earth and those in space is that astronauts experience a persistent low
background field of radiations of mixed biological effectiveness, including
energetic electrons, high-energy heavy-ion component of galactic cosmic rays
(GCR), secondary neutrons, and densely ionising low-energy secondary ions and
energy-degraded primary ions [1].

The major risk of space travel is cancer from GCR, while circulatory
diseases in suggested in some but not all epidemiology studies at modest doses
(<1 Gy) and detriments in cognition are suggested by rodent studies following
acute irradiation with moderate doses of heavy ions. The GCR are not easily
shielded since they consist of high-energy protons, heavy ions and secondary
radiation produced in shielding and tissue. Furthermore, heavy ions are more
effective per unit dose in causing solid cancers compared to gamma rays.
Additionally, non-targeted effects (NTEs) are suggested by most low dose
radiobiology studies to increase the biological effectiveness for low doses of high
linear energy transfer (LET) radiation [2]. Therefore, precise measurements of
radiation sources doses and their distribution in the low earth orbits (LEO) are of
great importance.

The “Liulin Ten-Koh” instrument is a Liulin-type deposited energy
spectrometer (DES) instrument, which was successfully flown: (1) in the US
Laboratory module of the ISS in May—August 1991 [3-9]; (2) inside ESA Biopan-
5/6 facilities on Foton M2/M3 satellites [10—11]; (3) Indian Chandrayaan-1 satellite
[12] and (4) in-side the ESA EXPOSE-E/R/R2 facilities outside the
Columbus/Zvezda modules of the ISS in 2008-2016 [13-15].

Fig. 1 shows the external view of the 3 “Liulin Ten-Koh” instruments. The
first picture to the left presents the technological model “Liulin Ten-Koh”. In the
middle is the flight model (“Liulin Ten-Koh Saganti”, while the spare model
(“Liulin Ten-Koh Saganti 2F”, is at the right side of the figure. With the
instruments are shown the necessary for laboratory use with computer external
power supplies, RS-232 bridges and cables.

The “Liulin Ten-Koh” spectrometer main purpose is to measure the
spectrum (in 256 channels) of the deposited energy from primary and secondary
particles in the Ten-Koh satellite radiation environment.

The “Liulin Ten-Koh” spectrometer is designed as spectrometer-dosimeter
for continuous monitoring of the satellite radiation environment, which can consist
of GCR particle, Inner radiation belt (IRB) protons, outer radiation belt (ORB)
relativistic electrons and energetic protons from solar origin (SEP). The last
sources selection procedure was developed and published recently in [15].



Fig. 1. External view of the 3 “Liulin Ten-Koh” instruments. The instruments are presented
with the necessary: external power supply, RS-232 bridges and cables.

After switching on, the “Liulin Ten-Koh” spectrometer performs internal
test and wait to obtain external command. On a receipt of command, it starts to
accumulate in 256 channels the spectrum of the deposited energy used further to
calculate the dose and flux of particles in the silicon detector. The exposition time
of one spectrum depends on the frequency of the external command issue to
measure and can be between 5 and 2100 sec with 1 sec resolution.

The “Liulin Ten-Koh” spectrometer contains: one semiconductor detector
silicon PIN diode of Hamamatsu S2744-08 type with 2 cm” in area and 0.3 mm
thickness, one low noise hybrid charge-sensitive preamplifier A225F type of
AMPTEK Inc., a fast 12 channel ADC, 2 microcontrollers and buffer memory. The
pulse high analysis technique is used for measurement of the energy losses in the
detector through specially developed firmware. A block schema of “Liulin Ten-
Koh” portable spectrometer-dosimeter is presented in Fig. 2.

Silicon Detector
2cm? 0.3 mm

+12V DC |
Max 20 mA
Y Discriminator
Charge sensitive Micro-  |A—N 5V cPD
preamplifier A225F controller \——y) Microcontroler { ' gs 53, ) Control
| 12 bit Analog to digital Buifer
" converter memory

Fig. 2. Block-scheme of the “Liulin Ten-Koh” spectrometer



The main measurement unit in the “Liulin Ten-Koh” instrument is the
amplitude of the pulse after the preamplifier, generated by particles or quanta,
hitting the detector [3]. The amplitude of the pulse is proportional to a factor of 240
mV MeV™ to the energy loss in the detector and, respectively, to the dose. By 12-
bit analogue to digital converter (ADC) these amplitudes are digitised and
organised in a 256-channel deposited energy spectrum. The dose in the silicon
detector Dg; [Gy] by definition in System international (SI) is one Joule deposited
in a 1-kg matter. The absorbed dose is calculated by dividing the summarised in
256 channels energy depositions in the spectrum in Joules to the mass of the
detector in kilogrammes.

The semiconductor detector of the “Liulin Ten-Koh” instrument is mounted
approximately 2 mm below the 0.3 mm thick aluminium cover plate. Furthermore,
there is shielding from 0.07 mm copper and 0.2 mm plastic, which provided 0.3 g
cm™ of total shielding from the front side. The “Liulin Ten-Koh” instrument is
additionally shielded by 2 FR-4 (glass epoxy) plates with a total thickness of
3.15 mm and by 5.0 mm carbon fiber reinforced polymer (CFRP) The calculated
required kinetic energy of particles penetrating all the shielding’s perpendicular to
the detector is 2.6 MeV for electrons and 62.5 MeV for protons (https://physics.
nist.gov/PhysRefData/Star/Text/PSTAR.html). The obtained kinetic energy values
are approximatively because in the cited above tables are not listed exactly the FR-
4 and CFRP materials.

This means that only electrons and protons with energies exceeding the
values listed above can cross the “Ten-Koh” satellite and “Liulin Ten-Koh”
instrument shielding materials and reach the detector surface. The detector
shielding, being larger from the sides and from behind, stops less energetic ORB
relativistic electrons, attenuates the lover energy IRB and SEP protons, but does
not change the flux of the primary GCR particles.

2. The Charged Particle Detector (CPD) and the “Ten-Koh” satellite

The “Liulin Ten-Koh” instrument is mounted on the top (Fig. 3) of the
Charged Particle Detector (CPD) developed at the Prairie View A&M University,
and NASA Johnson's Space Centre of Houston, TX, USA. Principal Scientist of
this payload is Prof. P. Saganti (https://www.pvamu.edu/raise/space-
payload/charged-particle-detector-2018/). Principal Engineer of the CPD project is
S. D. Holland (formerly with NASA-JSC and currently with Holland-Space LLC,
Houston, TX, USA (www.holland-space.com).

The CPD manages the measurements with the following sensors: Liulin
Spectrometer, 2 Open Sensors for Ambient Radiation Measurements, 2
Polyethylene Covered Sensors for Shielding Assessment, 2 Polyethylene Covered
Sensors for Skin Dose Assessment, 2 X-ray Detectors. CPD also communication
with In-Flight programing capacity with “Ten-Koh” satellite (Fig. 3).
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Liulin Spectrometer
-Similar instrument on ISS
and Chandrayaan-1 satellite

Communication with In-Flight
Programing Capacity

2 Open Sensors for Ambient
Radiation Measurements

2 Polyethylene Covered
Sensors for Shielding Assessment

2 Polystyrene Covered
Sensors for Skin Dose Assessment

2 X-ray Detectors

PEKK Material for Static Guard

Fig. 3. The CPD with mounted above “Liulin Ten-Koh” instrument

The Ten-Koh satellite was developed at Kyushu Institute of Technology by
Prof. K. Okuyama, Chief Scientist (http://kit-okuyama-lab.com/en/ten-koh/). The
satellite shape is quasi-spherical (Fig. 4), which diameter is about 500 mm and
surrounded by solar cells. This satellite is constituted of structure, thermal control,
attitude control, telecommunication, Bus power system and payload power system.
The exact sizes are H465xW500xD500 mm and the mass is about 22.0 kg. The
Ten-Koh satellite houses the CPD behind the top solar panel and 2 FR-4 plates.

The first purpose of the Ten-Koh satellite missions is to observe LEO
environment and initial unveiling of the data. Recently, as the development of
microsatellites by universities and other institutes has become active, breakdowns
of them on LEO 2000 km below have often occurred. Most of these causes are
cosmic radiation, which has various energy levels and come from the ORB and
Sun. To prevent these breakdowns, the “Ten-Koh will measure various LEO
environment parameters and unveil the data via the internet initially. The second
purpose of the Ten-Koh satellite is to measure the degradation of advanced
material, which can use in the future.


http://kit-okuyama-lab.com/en/ten-koh/

Fig. 4. The “Ten-Koh” satellite

On 29 October 2018 at 13:08 Japanese Standard Time was successfully
launched the Greenhouse Gas Observing SATellite (GOSAT-2) from the JAXA
Tanegashima Space Centre. Piggy-pack with the GOSAT-2 satellite in a circular
(623 km), polar synchronous orbit was launched the “Ten-Koh” satellite.

3. The “Liulin-Ten-Koh 2.exe” software product

The “Liulin-Ten-Koh 2.exe” software product is used for managing the
“Liulin-Ten-Koh” spectrometer and for express analysis of the results when is used
directly with PC in laboratory tests and measurements. The software includes
subprograms for data listing and data visualisations.

The “Liulin-Ten-Koh 2.exe” software was developed in the Windows
environment. The purpose of the software is to manage the Liulin spectrometer
performance and to analyse and visualise the data during the laboratory tests. At
the PC it automatically creates the subdirectory "Data" in the directory in which
“Liulin-Ten-Koh.exe” is located. In the subdirectory, "Data" one binary file with
extension “LTF” is automatically created at the end of measurements when reading
the data from “Liulin-Ten-Koh 2.exe” is performed. The binary file of “Liulin Ten-
Koh Saganti 2F” instrument is named automatically and contains in the name the
string “YYMMDDhhmm”. The extension of the binary file is “LTF”.

10



"YYMMDDhhmm" is the date and time of the moment when the measurements
begin. This file contains the rough binary data and is for permanent storage of data
from the instrument because it is with minimal volume. Three ASCII files are
automatically created in the same subdirectory "Data", from the binary file, when
“Select HEX data” button in “Liulin-Ten-Koh 2.exe” is activated. The names of the
ASCII files contain the same "YYMMDDhhmm" string as the binary file. For
example, the ASCII files with extensions of type "d2F", "s2F", and "y2F" contain
the "D"ose, "S"pectrum, "Y" (pure spectrum) data, respectively, from the Liulin
Ten-Koh Saganti 2F instrument.

4. Standard radiation sources tests and calibrations

The calibration procedures, which were performed using analogical to
“Liulin Ten-Koh” instruments, are described in [2, 9 and 15]. The response curve
of the “Liulin Ten-Koh” instrument is expected to be similar to that published by
Uchihori et al. (2002) [16] because all Liulin DES instruments were manufactured
using the same electronic parts and schematic. In a specific example [16] of the
calibration was performed by Dr. Yukio Uchihori, it was found that the linear
coefficient of the response curve, obtained during the calibrations with protons,
He" and Ne' ions, was equal to 81.3 keV, whereas the Liulin DES instruments
predicted value was 81.4 keV.

The first procedure during the calibration process of the “Liulin Ten-Koh
Saganti” instrument in the laboratory of IKIT-BAS was to adjust the position of the
first spectrometric channel using the **' Am 60 keV gamma line. Furthermore, the
linearity is controlled by electronic methods, as described by AMPTEK INC. In the
A225 preamplifier-operating notes (http://www.amptek.com/pdf/a225.pdf).

Fig. 5 was obtained during the tests of ‘Liulin-Ten-Koh Saganti” (flight)
instrument in the SRTI-BAS laboratory on 12/02/2018. The exposition time is
15 sec. The dose curve is with red points and lines, while the flux curve is with
blue points and lines. The low doses in the left, middle and right part of the picture
correspond to natural background radiation that is why the calculated average dose
between the two vertical lines in the centre of Fig. 5 is 0.1296 uGy h™'. This value
is close to the natural background radiation but a little higher because of small
exposition time and, respectively, small statistics. The first stage (step) in doses
and fluxes in Fig. 5 was generated using 60 keV gamma line from **'Am source,
while the second one corresponds to much higher doses (~300 uGy h™') and fluxes
(120 cm™ s™") generated by "*'Cs source. The calibrations with "*’Cs source are the
second procedure in the calibration process, which shows that the instrument works
stable at high count and dose rates expected in space.

11
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Fig. 5. Calibrations with **' Am and "’ Cs sources

Fig. 6 is the colour-coded Energy/Time diagram of the same tests as in
Fig. 5 of “Liulin Ten-Koh Saganti”. It is well seen in the upper panel of Fig. 6 that
the **'Am 60 keV gamma line source produces high-count rate only in the first
channel of the “Liulin Ten-Koh Saganti” spectrometer what is expected because
the energy loss in this channel is between 40 and 120 keV. The "*'Cs source
produces a wider spectrum (up to 10th channel) with a maximum count rate in the
second channel. In the lover panel of Fig. 6 the sum of the events in each spectra is
displayed.

The last procedure during the calibration process is long-term background
measurements, which must contain events with high-energy depositions in high
channel number depositing high dose rates. The latter confirm whole calibration
process and the ability of the instrument to work in real space conditions
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Fig. 6. Same as in Fig. 5 but colour-coded

Fig. 7 shows the dose/flux graphic obtained from the long-term
measurements performed using “Liulin Ten-Koh Saganti” instrument. It is seen
that the start was on 09/02/18 at 19:04:00 LT. 485 measurements with 300 seconds
exposition were performed and the stop time was on 11/02/18 at 11:24:00 LT. This
information is automatically calculated by the software and presented in the black
filled table cells in the right part of Fig. 7. From the right part black filled table
cells, it is seen that for 40:20:00 hours the total dose is 4.9752 pGy, while the
average dose rate is 0.1234 uGy h™'. Sigma of the dose is 0.0006. Very high dose
events are seen in the left-hand part of Fig. 7. The highest dose rate is
~0.42 uGy h™' seen in magenta circles of Fig. 7.
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Fig. 7. Long-term background measurements

Fig. 8 shows the spectrum graphic obtained from the long-term
measurements performed using “Liulin Ten-Koh Saganti” instrument. The red
points present the separate counts in each channel from 1 to 256, while the blue
points and line present the summarised number of counts in each channel. It is seen
that the major number of points are distributed normally in the channel range from
1 to 16 with maximum counts in the 2™ channel. Accidentally, high-energy (dose)
depositions are observed in channel numbers of the spectrometer around 146th,
206th and 256th channels (Emphasized with the magenta circle.). These high-
energy depositions once again confirm that the “Liulin Ten-Koh Saganti”
spectrometer covers the whole energy range.
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Fig. 8. The obtained spectrum during the long-term background measurements

5. Analysis of the first data obtained from “Liulin Ten-Koh Saganti”
instrument

The first command transmission and data downlink with Ten-Koh satellite
happen over KIT, Japan on 31 Oct 2018. The first “Liulin Ten-Koh Saganti”
spectrum was received on 08 November 2018 at 13:17:00 Japanese Standard Time.
The full number of 5 measurements is presented in Table 1.

From Table 1 it is seen that the “Liulin Ten-Koh Saganti” average dose
rate is 1.72 pGy h', while the average flux is 0.28 cm™ s™'. The values are typical
for GCR at low latitude ~34°N at the longitude of about ~140°E. To confirm these
values, we take data from the R3DR2 instrument on the ISS in the time interval
21-30 June 2015. The GCR L-value profile for this time interval can be seen at Fig
3b of [15]. The obtained R3DR?2 average dose rate and flux values from 46 points
inside a rectangular area with coordinates between 139° and 141° geographic
longitude and between 30° and 40° geographic latitude are 1.57 puGy h™' and
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0.45 cm™ s™'. These values are close to the “Liulin Ten-Koh Saganti” values and
confirms our expectations that GCR particles are registered.

Table 1
Day/Time Exposition Counts Flux [cm™s']| Dose rate
[sec] [Gy h']
08/11/2018 13:17:00 15.286 10 0.33 2.13
12/11/2018 13:59:00 15.286 11 0.39 2.35
12/11/2018 15.286 6 0.19 0.39
18/11/2018 13:33:53 15.286 8 0.26 2.79
18/11/2018 15.286 7 0.23 0.92
Aver. (Liulin Ten-Koh) 0.28 1.72
Aver. (R3DR2) 0.46 1.57

The number of 9 “Liulin Ten-Koh Saganti” spectra was received on 11
December 2018. The date, time and geographic coordinates of Ten-Koh satellite
normal mode execution is characterised by Mission starting time: 09:02:31 JST
(11-12-2018 00:02:31 UTC) and mission-ending time: 09:07:05 JST (11-12-2018
00:07:05 UTC); The starting latitude is 47.3239°N, while the starting longitude is
6.3512°W.

Keeping in mind the amount of more than 2 MeV energetic electron flux in
the L-shell plot from the MagEIS instrument aboard the Van Allen Probes
(https://www.swpc.noaa.gov/products/van-allen-probes-radiation-belt-plots) for
11™ December 2018 our first concern was to establish in the best way the type of
predominant radiation source (GCR particles or outer radiation belt (ORB)
relativistic electrons) measured. Recently, in [15] it was shown that the best
analysis of the radiation source type could be made from the deposited energy
spectrum shape.

Figure 9 illustrates the different shapes of the deposited energy spectra
(GCR, IRB, ORB and SEP) as obtained from the R3DR2 instrument from 21 to
30 June 2015 (data seen in figures 3a and 4 of [15]). The deposited dose rate is the
area between the abscissa and the curve of the deposited energy spectrum. The
“GCR” and “IRB,” spectra obtained in the period 21-30 June 2015 is shown in
Figure 9 only to validate the R3DR2 data spectrum shapes against those described
in [17] that are why we will not analyse them further. The “ORB” spectrum is
clearly divided into 2 parts. The low-energy part up to 2 MeV deposited energy is
populated by relativistic electrons from ORB, while the high-energy part up to
20.83 MeV is populated by GCR particles, observed at high latitude region.
Therefore, this part of the spectrum looks similar to the GCR spectrum but elevated
to higher values because smaller geomagnetic shielding. (Please, read more in the
Fig. 10-description.)
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Fig. 9. Comparison of the “Liulin Ten-Koh Saganti” deposited energy spectrum shape with
spectra, obtained on ISS with R3DR?2 instrument for the period 21-30 June 2015

The “Liulin Ten-Koh Saganti” average spectrum is presented with blue
triangles and lines. Nevertheless that, the values of this spectrum are higher than
the GCR R3DR2 instrument spectrum (black line), the shape of this spectrum looks
similar to the R3DR2 spectrum up to deposited energy of 3 MeV. Further, the
Liulin Ten-Koh spectrum points, being only single points, depend strongly by the
energy depositions in the channel (i.e. channel number) and their values are far
above the R3DR2 instrument GCR spectrum values. Generally, the “Liulin Ten-
Koh” spectrum is above the R3DR2 spectrum because

- The R3DR2 spectrum represents the global GCR dose rate, which is in
average 2.78 uGy h”', while the Liulin Ten-Koh average spectrum represents only
high latitude doses with an average value of 10.52 nGy h™. This is confirmed with
the shape and position of the R3DR2 ORB spectrum above 3 MeV. This part of the
ORB spectrum, obtained at high latitudes, contain GCR particles [15] that is why
this part looks like natural continuation of the Liulin Ten-Koh average spectrum
above 3 MeV;

- The higher altitude of the Ten-Koh satellite (~620 km) than ISS
(415 km);
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- The lover solar activity, which increases the GCR flux in the near Earth
radiation environment. The small elevation of the first 2 points of the Liulin Ten-
Koh spectrum can be interpreted as the presence of small, non-possible to
distinguish, number of ORB relativistic electrons.

Using data from a rectangle with a-bit wider geographic region of BION-M
Nol satellite [18], we calculate the end point L-coordinates of the 9 Ten-Koh
satellite points. Fig. 10a shows the L-value [19] profile of the obtained 9 “Liulin
Ten-Koh Saganti” dose rates and dose to flux (D/F) ratio.

Two variables are presented in Fig. 10a. The heavy red points present the
measured dose rates, while the heavy blue points present the calculated dose to flux
ratio. From previous experiments [15], we know that the D/F parameter could not
fully characterise the type of predominant radiation source in the spectrum but can
give significant information. The fact that the D/F ratio in Fig. 10a have values
close to 1 nGy cm” particle” allow us to conclude that the predominant source are
GCR particles. The lack of values greater than 2 nGy cm” particle” and smaller
than 0.7 nGy cm” particle” allow us to conclude [15] that spectra with predominant
IRB and ORB sources are not observed in the data. The comparison with the D/F
data in Fig. 10b also confirms this conclusion.

Geomagnetic shielding [20] is the reason for reduced GCR dose rates of
the first 2 points at low L values in Figure 10a and for the slightly rising dose rates
towards L values of 2.5. At these increasing L values the vertical cut-off rigidity
decreases, and the major number of low-energy GCR spectra penetrate down to the
ten-Koh orbit. At higher L values, up to L = 4.5, the dose rate has fixed values
because the small increase in the high-energy flux of the primary GCR flux does
not affect it. The similarity of the polynomial asymptote (black curve) through the
“Liulin Ten-Koh Saganti” dose rates shown in Fig. 10a with the moving average
over 50 points black curve in Fig. 10b also confirms the consideration that the
observed 9 spectra contain mainly GCR source particles. As in Fig. 9 the “Liulin
Ten-Koh Saganti” dose rates are higher even the R3DE dose rates, obtained at the
previous solar minimum period in 2009. The reasons are the same as already
discussed in the previous paragraphs.

As GCR pass through a target, many electromagnetic and nuclear
interactions cause the incident particles to deposit some of their kinetic energy into
the target material. The energy is deposited primarily in the form of ionisation of
atoms in the target. The rate at which the incident particle deposits its energy in the
target is termed linear energy transfer (LET = —dE/dx), energy deposited per unit
path length) [21]. The LET spectrum and its evolution through the human body are
essential ingredients in understanding and mitigating the potential radiation risk
posed by energetic particles [22].
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spectrometer with R3DE data at ISS

Fig. 11 [23] compare:

- 20122013 silicon LET spectrum (large black points) from RAD
instrument on Curiosity rower at the surface of Mars behind ~21 g cm’™ CO,
shielding;

- 2009-2011 silicon LET spectra from CRaTER instrument [24] on board
the Lunar Reconnaissance Orbiter (LRO), which orbited the Moon in a 50 km
(average) polar orbit with a period of about 100 min. The data were obtained
behind 0.2 g cm™ (CRaTER DI1/D2, small black points), 6 g cm™ (CRaTER
D3/D4, small red points), and 9 g cm™ (CRaTER D5/D6, small blue points);

- 2008 silicon LET GCR spectrum (magenta points) from RADOM
instrument [12], obtained behind 0.3 g cm™ shielding in the interplanetary space
between Earth and Moon in the period 29/10/2008 09:46:12-08/11/2008 00:00:00
UT. 52,687 10 s spectra were averaged,

- 2014-2016 silicon LET GCR global distribution spectrum (dark green
points) from R3DR2 instrument, obtained behind 0.3 g cm™ shielding. The
spectrum was obtained by averaging 3,393,592 10 s GCR spectra in the period
23/10/2014 10:31:43-10/01/2016 23:59:56 UT.
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- 2018 silicon LET GCR spectrum (blue triangles) from “Liulin Ten-Koh
Saganti” instrument, obtained behind more than 0.3 g cm™ shielding on
11 December 2018. The exact shielding is unknown but it is expected to be more
than the self-shielding of the instrument because it is situated deeper in the
construction of the Ten-Koh satellite and behind solar cell panel. The spectrum was
obtained by averaging four 25.165824 s GCR spectra and five 29.61984 s spectra.
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Fig. 11. Comparison of LET spectra, obtained by different instruments at different carriers
inside and outside the Earth magnetosphere

Fig. 11 shows relatively good agreement between the shapes of the
different spectra. The RADOM, R3DR2 and “Liulin Ten-Koh Saganti” spectra are
shorter than the RAD and CRaTER spectra because they were obtained using
single silicon detector, which covers only the LET range between 0.233 and
29.8 keV um™. These spectra include the energy depositions of Neon (Ne*) ions as
obtained by Dr Y. Uchihori [16] (see Fig. 11 there) but in Fig. 11, this is not seen,
probably because unclear position of Neon maximum in the CRaTER spectra. The
RADOM spectrum is below the RAD and CRaTER spectra because smaller
shielding. The R3DR2 GCR spectrum is obtained inside the Earth magnetosphere
and upper atmosphere that is why the number of CGR particles building the
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spectrum is smaller than the RAD, CRaTER and RADOM spectra. The “Liulin
Ten-Koh Saganti” spectrum is a little bit below the RADOM spectrum because
these data are obtained inside the magnetosphere in relatively small geographic
region at middle latitudes.

6. Conclusions

This paper reveals that the authors and colleagues had successfully fulfilled
the main task, i.e. to develop, construct and calibrate an engineering, flight, and
operational models of a Liulin type particle spectrometer. After the standard
sources radiation tests, which were performed during the calibrations, the flight
model of the instrument was incorporated in the CPD instrument of Ten-Koh
spacecraft. Nevertheless that the first amount of data from “Liulin Ten-Koh
Saganti” spectrometer is relatively limited the comparisons show that they are
correct and can be used for further analysis of the LEO environment.
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OIIMCAHHUE HA CIIEKTPOMETBHPA HA 3APEJEHU YACTULIA
“LIULIN TEN-KOH” 3A AITOHCKHUSA CITBTHUK “TEN-KOH”

11. /laues, I1. Jumumpos, b. Tomos, 0. Mameuituyx, Il. Cacanmu,
. Xonano, K.-H. Oxyama

Pe3rome

Ha 29 oxromepu 2018 r. B 13:08 "aca mo SIMOHCKO CTaHIAPTHO BpeMe
yCHEIIHO Oellle U3CTPENIIH B OpOMTa CIbTHUKA 3a HAOJIOJCHHE Ha MapHUKOBU
razoBe (GOSAT-2) ot kocmuueckus neHTsp Ha JAXA Tanegashima. 3aenHo cbe
coptHHKa GOSAT-2 B kpbrosa (623 kM) HoJsipHa CHHXpOHHA OpOUTa CTapTHpa U
22 xwiorpamoBusar cnbTHUK Ten-Koh (http://kit-okuyama-lab.com/en/ten-koh/,
paspaboten B Kyushu Institute of Technology ot mpod. K. Oxysma. Ten-Koh me
Ha0JI01aBa OKOJIO3EMHOTO IPOCTPAHCTBO M OCHOBHATa IIEN € Ja C€ OCHUTYpST
JAaHHU 32 OBJENI0 pa3BHTHE Ha CIHBTHHUIIMTE W Ha TsaxHara pabdota. OCHOBHUST
Hay4YeH EKCIIEpUMEHT Ha crbTHHKAa Ten-Koh e JleTexkTop 3a 3apeieHH YacTHIH
(A34), pazpaboren B yHuBepcuteta Prairie View A&M, Tekcac, CAI u
JlxoHCHHOBUAT KocMmmueckmsi TeHThp Ha HACA. T'maBeH wuscimemoBaTen Ha
excriepumenta ¢ mpod. I1. Carantu (https://www.pvamu.edu/raise/space-payload/
charged-particle-detector-2018). OrtroBopen umxenep ¢ Jl. Xomang. UKUT-BAH
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nonyyn uckane or mpod. CaranTu 3a pa3paboTBaHe Ha HMHCTPYMEHT OT THMA
,JIroauH, koiito ma 0bae vact oT J3Y. Yuenu oT cexumsara mo ,,CIbHUEBO U
3emHa ¢m3uka“ Ha UKUT paszpabormxa m mpemagoxa Ha yHHBepcuTera Prairie
View A&M TexHONOTHYEH, JIeTaTeJIeH W pPe3epBEeH MOJENN Ha WHCTPyMEHTa
“Liulin Ten-Koh”. Tlocnenuust ¢ mogooen Ha npudopa RADOM, koiito padoTu
mpe3 2008-2009 r. Ha nHAMIICKUS cbTHUK Ha myHaTa Chadrayaan-1. Tasu cratus
ommca mpuodopa "Liulin Ten-Koh" u TecToBeTe ChC CTaHAAPTHU paaWallOHHU
W3TOYHMIIM, KOUTO ca MPOBENEHH IO BpeMe Ha KanuOpoBkute. CIBTHHKBT Ten-
Koh e na monmspna opburta Ha oko0jJ0 623 KWIOMETpa HAagAMOPCKAa BHCOYMHA H
HaKJIOH Ha opbOutara ot 98°. IlomydyeHn ca CTaOWIHH TENEMETPUYHH JaHHH OT
HSIKOJIKO Ha3eMHH CTaHIIMH TI0 TeTHsl CBAT. B cTaTusTa ca mpeicTaBeHu U MbPBUTE
noyiyueHu JaHHu oT mHcTpyMeHTa "Liulin Ten-Koh Saganti" Ha xocMuyeckus
kopab Ten-Koh. Hammuamsar mo to3m moment wuHTerpasieH LET crnekTsp oT
mpubopa "Jlromua Ten-Koh Saganti" e cpaBHEH CbhC CHEKTPU OT IPYTH MPUOOPH,
W3MEpEeHH BbB M U3BBH 3eMHATa MarHurocdepa.
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Abstract

In this paper, we investigate the energy integral, which is obtained in the problem of the
motion of a material point in a central field within the frame of the general theory of relativity.
Applied is the method of the small parameter in a combination with the balance method. Derived is a
compact formula, describing the trajectory of the motion. This formula gives a correct quantitative
description of the basic relativistic effects. We prove the shortening of the major axis of the orbit
compared with the case where we do not consider relativistic effects. This result can be useful for
analysing the structure of planet systems around massive stars.

Introduction

The motion ofa satellite in a central gravitational field is one of the
milestone problems, whose solution imposes the use of the general theory of
relativity. Its solution exactly defines the precession angle of Mercury, a problem,
which had engaged the theorists for a long time until the arrival of Einstein’s
theory [1]. After this success, to a great extent the interest for this problem
decreases as it is assumed that the major goals for investigating this problem have
already been achieved. The fact that the problem is defined using a nonlinear
differential equation gives an opportunity for work in this direction. On one hand,
in the literature the problem is solved using sensible physical assumptions for the
weak influence of a term in the differential equation on the solution, as the results
of such an interpretation are being justified [1-2]. In this work we mathematically
motivate the application of the small parameter method [3]. We use a method in
which the analytical technique for describing the perturbed behaviour is applied to
the energy integral. This was we directly define the link between the
orbital parameters of the motion and we derive a compact formula for the solution.
A result in such representation is that the major axis of the orbit is
being shortened in comparison with the case when we do not take into account
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relativistic effects. In this work, we follow a mathematical framework set in the
problem of Zelmanov and Agakov [2], but we use a different asymptotic method
for finding the solution, which aims mathematically rigorous conclusions.

Mathematical Framework of the Problem

Consider the motion of a planet 7 in the radial field of a star S. We assume
that the central object has a spherical shape and the planet can be approximated as
a material point. Let note the distance between the two fields with R, and the polar

angle with @: Fig. 1.

Fig. 1. The motion of a material point in a radial gravitational field

Let assume the mass of the material point to be unity, as well as being

negligible compared to the mass K of the body in whose field it is moving. Then, the
differential equation of motion of the material point has the following form [2]:

2
(1) d7”+u=y—”+ 3,2

In this formula: ¥ = R, C is the speed of light in vacuum, ¥ is the universal

gravitational constant, / is a constant defining the angular momentum, and ® is the
angular parameter. We substitute

1 yu
@ P w
Changing the variables:
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(3)  &=uP.

We finally get
L A 2
@) d(p2+f—1+3£§ .

The variable

— Yr
®) €= 12

can be interpreted as a small parameter in our further analytical investigations.
Integrating Equation (4) we get

AN L s2 _or _opg3 _EP
(5) (d(p) +¢ 28 — 2&€ —Ze,e—w,

E is the energy of the system.

Finding and asymptotic solution

We are looking for a solution in a series [4]:

(6) § =¢&0Co + &84 + eCy,

where &0 and &1 are functions of ®, Co and C1 are constants. We make the guess
that for the angular variable we have:

(7 @ =@yt EPq.
In further calculations we will use the formula:

(8) 4 _ 4a 491 d

dp  dog do deo

In addition, we write the integral constant as
9 € = €y t €€4.

For Equation (5) to zeroth order we get
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2
(10) (d_fo) + & + Co” +28,Co — 2§ — 2C, = 2¢,.
dgo

We are looking for a solution in the form

(I1) &y = e cos @y.

It is easy to see that €0 = 1. Then for the constant e we get
(12) e?=2¢ + 1.

The parameter e is the eccentricity of the orbit, and P — the focal parameter. For
the orbit to be an ellipse, we should have the following condition: —1 < 2¢€, < 0.

For the first approximation of the equation we get:

(13) & = eBcos @,.

We look for &1 in the form:

(14) & = eBcosy,.

After some calculations we equate the sum of all constants to be zero. The same
procedure is carried out for the sum of the coefficients in front of the periodic

functions €05 P0 and €052 Po_ The calculations are carried out with precision up

to €052 Q0 Then for the parameters we get:

61 = _13
des _ 3,
dgo

B =3,

e2
c,=3(1+%)
Then, we substitute:

(15) nzl—m.

The final equation for £ is:
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(16) & =%+§cosn<p + O(Z’VTﬁez).

We can readily write the equation for the trajectory of the satellite:

p -
(17 R=——P =Pn.
1+ecosng
From this formula it is clear, that the motion on the orbit includes
precession but we can also note the shortening of the major axes of the orbits of
space objects, which does not depend on the distance between the planet and the

central object, but only on the gravity radius of the central object: Table 1.

Table 1. Relativistic effects

Shortening of the major axis
of the elliptical trajectory:

AP

Precession: £itd

G 3w
CZP cz

Shortening of the major | 4.44 103 m
axes of the orbits for all
planets in the Solar system

The value we find for the precession coincides with the value derived
analytically using other methods.

We can easily find the equation for energy, including the orbital elements

Conclusion

The nonlinear character of the problem at hand supposes to obtain
asymptotic solutions which can be mathematically devised differently. Although all
such solutions describe the motion in the same manner, some conclusions can be
made to depend on the structures of the equations obtained [6—7]. In this work it is
shown that adopting the method presented we obtain a formula, which reflects not
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only the angle of precession but also the shortening of the major axis of the orbit,
in comparison with calculations based on Newtonian mechanics. For massive stars
such shortening would be of greater importance for the existence of planet systems.
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HN3CJIIEABAHE JIBUKEHUETO HA CITbTHUK, CBI'IACHO OBIIIATA
TEOPUSI HA OTHOCUTEJIHOCTTA

Kocmaoun Hleiipemcku

Pe3rome

B crarusara ce ms3cnenBa MHTErpaja Ha €HEprusra, KOWTO ce TOIy4aBa B
3a/1adata 3a JABIKCHHE Ha MaTepHaliHa TOYKAa B IIEHTPAIHO Tojie crpsmo Oobmia
Teopus Ha OTHOCUTETHOCTTa. IlpmiioxkeHuM ca MeTOI Ha MaJIKUS MapaMmeTbp B
KOMOMHAIWS ¢ METO/ Ha XapMOHWYHHA OanaHc. M3BeneHa e KoMIakTHa (hopmyiia,
OTIMICBAIIIA TPAEKTOPHATA Ha JABIKeHHE. DopMyraTa 1aBa MPaBIIIHO KOJIMIECTBEHO
OTIMICAaHNE Ha OCHOBHHTE pEIIATUBHCTKU edekTh. Jloka3aHo € CKbCSABaHE Ha
rJIaBHATA TMOJyOC Ha OTpOMTATa, B CPAaBHEHHE ChC CIydas KOrato HE C€ OTYUTAT
penaru-puctkutre edextu. To3um pe3ynrar Moxe ga ObAe TOJE3eH INpU
aHaJIM3MpaHe CTPYKTypaTa Ha IUIAHETHH CHUCTEMH, O0pa3yBaHU OKOJIO MAaCHUBHH
3BE3/M.
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Abstract

The UV-index (UVI) is a measure of the erythemally effective solar radiation reaching the
Earth surface and it was introduced to alert people about the need for Sun protection. This study
applies a model that estimates the UVI over the high Bulgarian mountains for clear sky conditions
considering the Total Ozone Content (TOC), which was taken from satellite measurements. The
results show that during the periods from May to August at altitudes above 2 000 m a.s.l. high UVI’s
(greater than 8) were observed for more than 18 days per month. The UVI values were high for every
day of July at altitudes higher than 1 500 m. Extremely high UVI result from episodes with TOC
lower than 290 DU during June and July at the highest mountain parts with elevations greater than
2 500 m. High radiation risks were observed during April, especially when the preceding polar vortex
was strong and the mountains were snow covered.

Introduction

The solar ultraviolet (UV) radiation affects the Earth’s atmosphere by
heating, exciting, dissociating and ionising its main constituents. UV-rays are
important for its impact on Earth’s surface, atmosphere, ionosphere and exosphere
[1]. The ionosphere is created by the most penetrating radiations, which are very
sensitive to solar activity. An analysis of the conditions of absorption of solar
radiation shows that the UV lines Lyman-Alpha (Ly-o), Lyman-Beta (Ly-f) and
UV continuum, along with X-rays and cosmic rays, are factors for the formation of
ionosphere of the Earth, planets and their satellites in the solar system [1-4].

Ultraviolet irradiance reaching the Earth surface impacts the human’s
health (induces erythema, cataract, provokes skin cancer, DNA damages and
others). The UV-index (UVI) was developed from Canadian scientists in 1992 as a
simple measure of the risk from unprotected sun exposure. It represents a
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dimensionless measure of the erythemally effective solar radiation reaching the
Earth surface, defined as an integral over the radiation reaching the Earth surface at
a certain time, expressed in W/(m**nm), weighted by the erythemal action
spectrum and multiplied with 40 m*W (see e.g. WHO [5]).

The UVI can be determined by highly precise spectrometric measurements,

by multichannel filter instruments or by UV photometers of solar irradiance both,
both ground-based and satellite born [6, 7].
In many countries, local UVI monitoring networks were established. In Europe,
currently 160 stations in 25 countries deliver online values to the public via the
Internet [8]. UVI daily forecast maps for Bulgaria and forecasts for some stations
based on multi-yearly averages were constructed and empirical models were
developed in National Institute of Geophysics, Geodesy and Geography-BAS [9]
(http://data.niggg.bas.bg/uv_index/uv_index_ bg.php).

To study the day-to-day variations of the harmful solar irradiance, the UVI
is usually determined for clear sky conditions at solar noon, when the risk of
harmful sunburn is the highest. Under clear weather the UVI depends strongly on
TOC and varies with the surface albedo and with the sun elevation change. The
main goal of the presented here paper is to estimate the UVI for a multi-year period
in the Bulgarian high mountains.

Data used and description

For estimations of the ozone over the Bulgarian high mountain region,
long-time TM3DAM-OMI overpass data for Sofia and Thessaloniki were used
(http://temis.nl/protocols/o3field/overpass_omi.html). The data are provided in
ASCII format. We have used the ozone data for Sofia and Thessaloniki at noon.
The time series are almost gapless, and the data are available for the time interval
from 10.01.2004 up to now.

Stratospheric ozone

Stratospheric ozone is produced by solar ultraviolet irradiance reaching the
Earth atmosphere mainly in the tropics during summer. However, a significant
amount of ozone is generated at mid-latitudes as well [10]. Ozone is transported
poleward by the Brewer-Dobson circulation forced by temperature difference over
the tropics and the polar atmosphere. The meridional temperature gradients and
hence the dynamical processes are the strongest in winter. At mid-latitudes the
stratospheric ozone has maximal values during spring. In each winter, the polar
vortex is built up with very low temperatures inside it. By heterogenic reaction
ozone can be destroyed catalytically in spring. In the Northern Hemisphere, strong
planetary waves induced by the orography frequently disturb the polar vortex. In
addition, other atmospheric circulations, short-term and mid-term variations up to a
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few months (e.g., advection and upwelling of the air masses) contribute to the
ozone variability.

After strong Vulcan eruptions TOC increases are observed worldwide.
However, the causes of the increase are complex [11] and the net effect on UVI
must be carefully investigated.

Ultraviolet radiation

The energy emitted by the Sun that arrives at the Earth is about 1361 W/m®
and is almost constant (the solar constant) slightly varying by about 0.1% during
the solar cycles [12, 13]. In the near UV (300400 nm), the variations are
somewhat greater (probably they are of the order of 0.5%—1%). Today, short-term
UV variations are the object of intensive research. As the Total Solar Irradiance
(TSI), the near UV radiation decreases with the increase in the Sun-Earth distance.
Passing through the Earth atmosphere the UV radiation is strongly absorbed by
ozone and scattered by air molecules and aerosols. The received UV radiation at a
horizontal Earth surface varies with the local zenith angle and hence with the day
time, season, and geographic location. For the public, the UVI forecast is usually
given as its maximum over the day (at solar noon) for cloudless weather taking in
such a way into account only the absorption of UV irradiance by ozone. However,
the UVI depends on the albedo of the underlying surface, in particular in the case
of ice and snow. At mid-latitudes, the UVI mainly varies between 1 and 10 and the
radiation risk of UVI values exceeding 8 is considered as very high, while for
values greater than 11 it is extremely high.

Method for investigation

The UVI variations caused by the ozone deviations from the seasonal mean
for the Bulgarian high mountains will be the subject of the paper. A part of the
Bulgarian mountains higher than 2500 m is located between Sofia (42.817°N,
23.383°E) and Thessaloniki (40.520°N, 22.970°E) stations at latitudes from about
41.6°N to 42.2° N. For describing the ozone series variations over the Bulgarian
high mountains the average values from the Sofia and Thessaloniki time series
were calculated with a weight of 0.6 for the first station and 0.4 for the second one.
These weights correspond to the distances of the mountains from Sofia and
Thessaloniki, respectively. The seasonal multi-year means of the resulting series
were determined by a Fourier series of second order with the basic period of one
year, consisting of 365.25 days [14]. The time series is shown in Fig. 1 together
with the sum of its trend and seasonal components in a wide range. The daily ozone
values vary in a wide range from about =70 DU up to 100 DU around the seasonal
mean with the correspondingly weaker or stronger solar UV absorption. On the
assumption, that about 10% of TOC is contained in the troposphere and ozone in
this layer is nearly uniformly distributed, the ozone values w ere recalculated to the
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sea level. Taking the TOC values for clear sky, UVI at noon were determined by
applying the fast empirical algorithm developed by Allaart et al. [15], where
besides the TOC Two more parameters are necessary: the solar zenith angle (SZA4)
and the Sun-Earth distance (D).
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Fig. 1. TOC time series for the Bulgarian High Mountain region recalculated to sea level
by using weighted OMI overpass ozone data for Sofia and Thessaloniki. The red line shows
the sum of the trend and seasonal components.

uvI = (D")Z S ( T) [F X6+ 4
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= ZA =017 F=20 X=1000-
Uo = cos(SZA) £=0.17 0 000 ToC

G= 162 H=2800 J=14

SZ4 and D were calculated from the implementation of an astronomical
algorithm [16].

Using the TOC at sea level in the empirical model the UVI for the
elevation h=0 m is obtained. By help of the Tropospheric Ultraviolet and Visible
(TUV) radiative model [17] we found an UVI increase of 6% per km with
elevation increasing, which is in very good agreement with the value of 6%—8%
per km given in [18,19].

The UVI behaviour was studied for the March-April and May-September
(hereinafter referred to as spring and summer, respectively). During the spring the
polar vortex is already developed. At the same time, the SZA4 becomes low and the
High Mountains are usually snow covered. The UVI for snow covered surfaces
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were corrected by a factor of 1.25 corresponding to a mean snow albedo of 0.8.
[20, 21]. During the summer the Sun culmination is high that corresponds to
elevated irradiation risk. The obtained UVI time series allows estimation of the
number of days with very high UVI (greater than 8) in the time intervals under
study.

Results Satellite data processing

The UVI values corresponding to the TOC time series determined above
were calculated for all days of the time interval under study and the monthly means
were determined for four altitudes — sea level, 1500 m, 2 000 m and 2 500 m. The
results are presented as column chart and as table in Fig. 2. (For the days of spring
the UVI’s were snow corrected.) During the period from April to August in the
high mountains (above 2 000 m altitude) more than 18 days per month with very
high UVI’-s were observed. At altitude higher than 1 500 m in practice all the days
of July are characterized by very high values. However, the monthly variations in
the number of days with UVI greater than 8 from year to year are of the order of
30% (not shown here), especially in spring. The lowest number of days with
UVI> 8 was observed in the winters 2006/2007 and 2008/2009, when the polar
vortex was weak and the TOC exceeded the average values in March — April with
some exceptions (Fig. 3).

Day numbers with an UV-index greater than 8

| 2500 m
y 2000 m
r 4

35

30
25
20
15
10 p__ 4
F___4
A

5 1500 m
0 S Sea level
March April May June July August Sep-
tember
M Sea level 0 6,4 5,6 20,5 27,3 13,9 0
= 1500 m 0,1 12,8 15,3 27,5 30,6 25,1 0,5
2000 m 0,1 14,9 18,6 28,5 30,7 28,2 1,5
2500 m 0,3 17,4 21,4 29,1 30,9 29,3 29

Fig. 2. Mean monthly number of days with an UVI greater than 8 for some altitudes during
the period 2005-2020 in the Bulgarian high mountain region
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Fig. 3. At the top row TOC series are shown. At the bottom row UVI series are presented
calculated from the TOC. The solid lines are for the sea level, and the dashed ones are for
the altitude of 2 500 m. The UVI at 2 500 m is snow corrected for the time periods of March
— April. The horizontal black dashed lines represent the UVI = 8 and UVI = 11 limits.

The observed lower TOC values in March had not a significant impact on
UVI because of the low Sun culmination. However, at the end of March/April 2009
low TOC caused two UVI peaks higher than eight, but only for some days. For
2011 and 2020, when the vortexes were strong, air masses with low TOC values
were located over the snow covered Bulgarian high mountains in April, that lead to
continuously very high UVI values during the whole period with peak values of
more than 10. For the summer period the TOC values did not show annual
differences, depending on the vortex strength in winter/spring. An exception was
the vortex 2019/2020, which persisted up to the beginning of May — the latest
persistence up to now. Low ozone events caused by strong planetary wave
activities were observed up to the mid of May. During the same time a part of the
tropospheric jet stream transported Sahara dust, which reduced the surface UV
radiation importantly.

On the other hand, the highest parts of the mountains with an elevation
greater than 2 500 m were snow covered during the mid of May 2020. In period
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from May to August the UVI was very high. For some days in June and July when
the Sun culmination is highest the TOC was relatively low (lower than 290 DU)
that lead to extremely high UVI (greater than 11) in the mountains at altitudes
higher than 2 500 m. At the same time, the UVI at sea level was very high from
June to July, as well.

Summary and conclusions

Using the clear sky UVI as a measure of the harmful UV radiation, in days
with high UVI values one could choose appropriate clothes and means with higher
protection. Clouds absorb UV radiation and the real UVI is usually lower than that
of clear sky. However, in some cases, the UV can be higher due to reflections from
clouds. To take into consideration the fast changing cloudiness for the prognosis of
UVI, especially in mountains, requires complex weather forecast models. Thus, the
easiest way that provides a realistic assessment is the use of a clear sky UVIL.

Based on the multiyear ozone values, the clear sky UVI’s were estimated
and corrected for altitude and snow albedo. The paper reports results about the UVI
in the high mountain regions in Bulgaria. It was shown, that in the mountains, due
to the altitude and reflections by snow, the UVI increases to very high levels at the
end of spring, particularly in years when the polar vortex was very strong. A very
high radiation risk in the Bulgarian high mountains was found in summer as well.

The highest UVI were observed during June and July, as it was expected.
At 2 500 m elevation in the mountains, the UVI is higher than the UVI at sea level
by a factor of about 1.15. In limited cases when the TOC is below 290 DU in
summer, extremely high radiation risk (UVI > 11) can be achieved. But very high
UVI levels in the high mountains can also be occurred in spring, when the TOC
values are below the mean in April and the terrains are snow covered.

We would like to remind, that the World Meteorological Organisation
recommends staying indoor during midday hours, when the radiation risk is very
high (UVI > 8). Since above 2 500 m, the alpine grasslands dominate, the
probability to find shade at these altitudes for minimising the radiation risk is very
limited, both at the end of spring and in summer. When there are very high
radiation risk levels during the summer and winter seasons in the high mountain
regions, people has to be alarmed in their accommodations or online about the
risk.

The results obtained in this work will help to improve the environmental
and solar-terrestrial models and provide the input for planetary modelling of helio-
biological and space weather processes in quiet and disturbed conditions [22].
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HHMBA HA YJITPABHUOJIETOBA PAIUALIA HAJI BUCOKUTE
IIJIAHUHU B BbJII'APUSA

P. Bepuep, B. 'uneea, A. Amanacos, /l. Bvnes, /1. /lanos,
b. Ilemkoe, A. Kupunose

Pe3iome

YarpasuoneroBusit unaeke (UV-ungexc, UVI) e mspka 3a epuremaino
eeKTHBHATA CI'bHYEBA, JOCTHTAIA 3¢€MHATa IOBBPXHOCT, U TOH Oellle BEBEICH 32
Jla TIpeyNpekaaBa xopara 3a HeoOXO0IUMOCTTa 3a MpeJna3BaHe OT CIBHIETO. B
HACTOSIIIOTO M3CJENBAHE C€ Mpuiara Monei, Kouto ouensBa UV-uHaekca Haj
BHCOKWTE TUTAHWHU B BhJrapus mpu yCIIOBHS Ha YHUCTO HeOe, KaTo Ce OTYMTa
o0mioTo chabpkanue Ha 030H (TOC), MONy4eHO OT CITbTHUKOBHM H3MEPBaHUSL.
PesynTaTuTte mokas3par, e mnpe3 MepUOJUTE OT Mail O aBryCT MPU BUCOUMHH HAJl
2 000 m ca HaOmogaBaHu MHOTO BUCOKH UV -mHAeKcH (II0-BHCOKH OT 8) 3a IoBeUe
ot 18 nuu Ha Mecen. Ha mpakTtuka croitHoctute Ha UV-MHAEKCA ca MHOTO BUCOKH
3a BCEKM JIeH Ha foiu 3a BucoumHW Haa 1500 m. Excrpemuo Bucokute UV-
nHAEKCH ca pe3yaTat oT cirydan Ha TOC no-aucko ot 290 DU npe3 roHU 1 rond, 1
CE€ OTHACAT 3a HAl-BHCOKMTE YacTH Ha IuaHuHHUTe, HaA 2 500 m. Bucok puck ot
CITbHYEBA paivallus € HaOMI01aBaH Mpe3 arpuil, 0COOEHO KOTaTOo MpeaIIecTBALTUAT
MIOJIIPEH BUXBP € CUJICH U IUNIAHUHUTE Ca MIOKPUTH ChC CHAT.
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Abstract

Advanced possibilities have emerged in recent years for semi-automatic crop type mapping
at the national level due to the availability of Sentinel-1 and -2 satellite data. In this study, 14 crop
type classes were mapped over Bulgaria using three bi-monthly composite image mosaics for 2019
generated in the Google Earth Engine (GEE) cloud computing platform. The overall accuracy, when
both Sentinel-1 and -2 mosaics were used, was 78%, while the accuracy was slightly less when only
Sentinel-2 data were used (75%). The accuracy was highest for “Cereals”, “Maize”, “Sunflower”,
“Winter rapeseed”, and “Rice” — over 80% for both user’s and producer’s. However, the accuracy
for classes such as “Vegetables”, “Technical crops”, “Forage crops”, “Fallow”, etc. was low.
These classes represent categories suitable for agricultural practice and statistics, but are too
general and difficult to distinguish using satellite data. It was also found that accuracy tends to be
higher for larger parcels. Using composites with higher frequency and adapting the legend classes to
include only crops similar in phenology and morphology are suggested as possible ways forward.

Introduction

The potential of Sentinel-2 for crop type mapping has been demonstrated in
recent years by numerous studies. The high temporal resolution (5 days when both
Sentinel-2 A and B satellites are used) is one of the key characteristics of the
Sentinel-2 imagery, which makes it particularly useful for crop mapping because it
provides multiple snapshots of crop development during the growing season. These
benefits are clearly demonstrated by the multi-date approach, where (all) available
cloud-free images during the season are used for classification, e.g. [1, 2]. While
this approach is relevant for relatively small study areas, national scale or large
area applications, e.g. [3-5], should deal with images from different orbits (thus
different date), large volumes of data, and the cloud cover. Cloud storage and
computing facilities, such as Google Earth Engine (GEE) [6] facilitate significantly
such applications. Additionally, Sentinel-1 Synthetic Aperture Radar (SAR) data
have also been used to map crop types [7, 8]. Van Tricht et al. [3] found that
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combining radar and optical data for crop classification led to increasing
classification accuracies compared to optical-only classification.

A previous case study from Bulgaria [9] demonstrated the utility of Sentinel-
2 imagery for crop type mapping in small regions using selected cloud-free scenes.
The authors suggested that future studies should address the problems related to
mapping at national scale and also to integrate Sentinel-1 data in the classification
in an attempt to increase the accuracy. This study, therefore, tries to build on past
results and its aim is to produce and evaluate a national scale crop type map of
Bulgaria based on Sentinel-1 and Sentinel-2 imagery. The results are also
compared with those obtained using only Sentinel-2 imagery. Finally, the map
accuracy is analysed with respect to the field size.

Data and methods

The CORINE Land Cover (CLC) 2018 dataset is used to define the area of
interest, which includes only agricultural areas. Thus, only the regions with code
200 according to the CLC level 1 are further considered for the image
classification.

Based on the agroclimatic zoning of Bulgaria [10] the country is divided into
four agroclimatic regions: 1. cool and moderately cool, wet region (mountain
areas); 2. Moderately warm and warm region, less liable to droughts (most of the
Danube plain and the basins and low mountain parts in southern Bulgaria); 3.
moderately hot and hot region, liable to droughts (the northernmost part of the
Danube plain, the Upper Thracian lowland, and lowland of Burgas); and 4. Hot,
arid region (the lower part of Struma valley). The data pre-processing and
classification are repeated for each region and the final crop map is obtained after
merging the maps of the individual regions.

Data about parcel borders and the crop sown in each parcel in 2018/2019
agricultural year are available in a vector format from State Fund “Agriculture”
(SFA). The data are based on declarations made by farmers who apply for aid
under Common Agricultural Policy (CAP) and national programmes and have
complete coverage of the country’s agricultural area. These data are collected as
part of the Integrated Administration and Control System (IACS). A special
nomenclature of crops is used in this dataset, which, at the lowest level, includes
more than 200 crops, which are aggregated in groups (e.g. technical crops) and
subgroups (e.g. industrial crops, oil crops, etc.) at the higher levels. For this study,
the crops were aggregated in a customised legend, including some important
individual crops and some wider classes based on the groups and subgroups of the
original nomenclature. The 14 classes are as follows: “Cereals”, “Maize”, “Grain
legumes”, “Technical crops”, “Sunflower”, “Winter rapeseed”, “Forage crops”,
“Meadows and pastures”, “Alfalfa”, “Vegetables”, “Fallow”, “Vineyards and
orchards”, “Perennial medical and aromatic crops”, and “Rice”. The legend is
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constructed to be maximally close to the nomenclature used by the state authorities
in the agricultural sector. Fig. 1 presents the major stages in the phenological cycle
of some crops and crop types. The parcels are divided by random in two parts: for
training and for the validation of the classification algorithm (70:30), and are
converted to raster format.

Crop Jan | Feb | Mar | Apr | May [ Jun | Jul | Aug | Sep | Oct | Nov | Dee
Cereals [T [ HEEN
Early hybrids of Maize [
Late hybrids of Maize
Technical crops

Sunflower t
Winter rapeseed -

Meadows and pastures
Alfalfa

Early Vegetables

Late Wegetables
Vineyards and orchards
Perennial med. and aroma. crops |

Rica | | -

Vegetation F'.astlng- Sowing Harvesting

Fig. 1. Crop calendar of some crops and crop types in Bulgaria for 2019

The next steps, including satellite image pre-processing, training of the
classifier, and classification, are performed in Google Earth Engine (GEE). The
following GEE collections are used: “COPERNICUS/S2” consisting of Sentinel-2
A&B scenes at level 1C, and “COPERNICUS/S1_GRD” consisting of Sentinel-1
Ground Range Detected (GRD) scenes. The pre-processing steps for the Sentinel-2
imagery include 1. Selection of scenes with cloud cover lower than 20%; 2.
Applying the cloud and cirrus masks, which are part of the dataset (band QA60); 3.
Generating three multiband temporal composite images using the median
compositing rule, each containing bands B02-B08, B11, and B12: March-April,
June-July, and August-September 2019. The pre-processing steps for the Sentinel-1
imagery include 1. Filter the scenes by orbit type and selecting only “ascending”
imagery; 2. Clipping the edge of the scenes to remove bad pixels (an inland
buffer); 3. Apply a function (provided by Kristof Van Tricht, VITO) to make sure
all acquisitions in one pixel result from the same relative orbit; 4. Generating three
multiband temporal composite images using the median compositing rule, each
containing VV and VH polarisations: March-April, June-July, and August-
September 2019. Note that May is omitted from the compositing periods due to the
frequent cloud cover this month. Two datasets were constructed from the imagery.
The first has 27 bands and includes the Sentinal-2 composites. The second has 33
bands and includes both Sentinal-2 and Sentinel-1 composites.
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The Random Forest (RF) classification algorithm [11, 12] as implemented in
GEE is used to classify the satellite image datasets. The raster with the parcels
designated for training is imported in GEE and a stratified random sampling is
performed with 1000 pixels per class (note that in some of the agroclimatic regions
this number cannot be attained for some classes, which have limited distribution).
The values of the image bands are extracted for each training pixel. These data are
then used to train the RF classifier. The number of trees is set up to 100, which is
considered good compromise between accuracy and computational time [13]. All
other parameter values are left by default. The final map is exported from GEE in
GeoTiff format with 10 m pixel size.

The final crop map obtained after the four agroclimatic regions have been
merged is “smoothed” by eliminating patches smaller than 10 pixels. This is
performed using the Sieve tool of QGIS. Accuracy assessment is also performed in
QGIS. For that purpose, the raster with the parcels designated for validation and
the crop map raster are compared pixel by pixel and a confusion matrix is
generated. Over 100 million pixels are used for this validation. Overall accuracy
and class-wise accuracies (User’s and Producer’s) are calculated. Additionally, We
repeated the same validation procedure several times but using only parcels with
specific size: less than 0.5 ha, 0.5-1ha, 1-3 ha, 3-5 ha, and over 5ha.

Results and discussion

The overall accuracy of the map based solely on Sentinel-2 data is 74.8%,
while the overall accuracy of the map based on a combination of Sentinel-1 and -2
data is 78.1%. This confirms the added value of SAR data in crop type mapping.
All results and discussions further on concern the map based on the combination of
Sentinel-1 and -2 data which is shown in Fig. 2. A visual examination of the map
shows that the agricultural land use pattern is well portrayed in most of the territory
where large parcel sizes dominate. For example, Fig. 3A shows a map excerpt
representing a small area near the town of Knezha in the Danube plain. Here,
parcel borders and shapes are realistically represented and within-field
heterogeneities caused by errors in the classification are rate. More importantly, in
most parcels the crop type is accurately determined by the RF classifier if we
compare it with the [ACS dataset used in this study as a reference. In other parts of
the country, however, the classification results are characterised with much noise.
A typical example is to be found in the Upper Thracian lowland near Plovdiv,
where parcel sizes are much smaller (Fig. 3B). The post-processing (i.e. the
smoothing with the “sieve” tool) reduces noise but due to small parcel size, it
resulted in disturbance of the parcels’ shape. Also, compliance with the IACS
dataset is poorer.

The performance is not constant among classes and the accuracy varies for
the different crop types. Both user’s and producer’s accuracy are above 80% for the
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classes “Cereals”, “Maize”, “Sunflower”, “Winter rapeseed”, and “Rice” (Fig. 4).
Cereals, (which include mostly winter wheat and winter barley), maize, and
sunflower represent the most important crops in the country in terms of area. Rice
is particularly well classified, which is due to its specific method of cultivation.
The class “Meadows and pastures” is mapped with moderate accuracy (70% and
75% for producer’s and user’s accuracy respectively; Fig. 4). The accuracy for the
other classes is lower. In particular, their user’s accuracies are low, which indicates
that their occurrence is overestimated. For example, most of the pixels belonging to
class “Vegetables” in the map are actually other crop types. The classes for which
the RF classification has low accuracy are rare classes, which mean they represent
a small part of the arable land in Bulgaria. This can be seen in the area distribution
shown in Fig. 5.

The most important misclassifications are as follows: 1. “Alfalfa” is
overestimated at the expense of “Cereals” and ‘“Meadows and pastures”; 2.
“Technical crops” and “Grain legumes” are overestimated at the expense of
“Sunflower” and “Cereals”; 3. “Forage crops” is overestimated at the expense of
“Maize” and “Cereals”; 4. “Vegetables” is overestimated at the expense of
“Sunflower” and “Fallow”; 5. “Vineyards and orchards” is overestimated at the
expense of “Meadows and pastures”; 6. “Perennial medical and aromatic crops”
and “Fallow” are mixed with many of the other classes. Most of the mixtures are
with “Cereals”, “Sunflower”, and “Maize”, which can partially be explained by the
fact that these are the most widespread classes. The similarity of classes in terms of
crop phenology and/or physiognomy also plays a part. For example, “Alfalfa” is
mixed with “Meadows and pastures”, both classes representing low herbaceous
plants with continuous cover and similar phenological cycle (Fig. 1). Another
reason for the errors in the classification is that some classes are too general and
include crops which are not similar in their spectral characteristics but in their
usage. For example, the “Forage crops” class includes, among others, crops as
different as clover and corn for silage. This can partly explain the mixture with the
“Maize” class. Fig. 6 shows the overall accuracy calculated for different parcel
sizes. As the visual inspection of the map suggested the parcel size is related to the
accuracy. The accuracy increased from below 60% for the smallest parcels to over
80% for those larger than 5 ha. While the smallest parcels (<0.5 ha) are the most
numerous, they account for only 3% of the area of all parcels designated for
validation. The largest parcel category (> 5 ha) constitutes by far the largest area
(76 %). These results can be explained with the fact that smaller fields have more
border pixels, which represent a mixture of land uses.

The application of the national crop map based on Sentinel data could be the
calculation of areas of different crops for statistical purposes. To check the
accuracy of the calculated areas they are compared with the areas from the IACS
dataset (Fig. 5). To guarantee that the areas are comparable the Sentinel-based crop
map is clipped to the extent of the IACS dataset. In general, the magnitude of the
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class area differences is well reproduced using the Sentinel-based map. For
example, “Meadows and pastures” has roughly half the area of “Sunflower”
according to both datasets. However, the area of the three largest classes is
somewhat underestimated with the Sentinel-based map data (the difference with
IACS areas is 11-14%). The small-area classes are, as a rule, overestimated, this
being the most severe for “Vineyards and orchards”, “Vegetables”, “Grain
legumes”, and “Forage crops” where the difference from IACS data is more than
100%. The most accurate are the areas of “Winter rapeseed” and “Rice”, which are
within 3% and 9% of the IACS data, respectively.

The accuracy of the Sentinel derived crop maps reported in the literature
vary depending on the input data, methods and study area specifics. Very high
accuracy (95-96%) was reported for example by Vuolo et al. [1], but they used a
large number of cloud-free Sentinel-2 images, instead of composites, and mapped
small region. In a study, similar to this presented here, Griffiths et al. [4] mapped
12 crop and land cover classes over Germany with 81% overall accuracy. In
another national scale exercise Van Tricht et al. [3] classified dense time series of
Sentinel-2 NDVI and Sentinel-1 backscatter data to map 12 crops and land cover
types in Belgium, achieving overall accuracy of 82%. These results are similar to
the accuracy reported here.

—— = Technical crops Meadovs and pastures = Vineyands and orchands
— Mabe e Sunflower  Alfalfa m Ferenial medical and aromatic crops
Grain legumes = Winter rapeseed e Vegetables == Fice

= Forage crops e Fallow

Fig. 2. Crop type map of Bulgaria for 2018/2019 agricultural year derived from Sentinel-1
and -2 data. White areas are non-agricultural land
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The two-month compositing interval used in this study is relatively long to
allow fine phenological differences between crops and be captured (Fig. 1).
However, it ensured cloud-free Sentinel-2 mosaics over the entire study area with a
negligible cloud contamination according to the visual inspection. Other studies
have successfully applied shorter compositing periods for Sentinel-2, e.g. 10-day or
month, but this may require smoothing and gap-filling the time series or even
ingestion of Landsat observations [4, 5]. Griffiths et al. [4] showed that using 10-
day composites resulted in higher accuracy for most classes than longer
compositing periods. These developments may increase mapping accuracy in the
Bulgarian context as well and should be examined in future studies.

Sentinel crop map IACS dataset

—— m== Technical crops ~ Meadows and pastures === Vineyards and archards et
o Maize s Sunflower — plfalfa == Perennial medical and aromatic crops
Gﬂm—wmterrmeed—wgembl&s - Rice

e Forage crops s Fallow
Fig. 3. Comparison of the crop type map of Bulgaria for 2019 derived from Sentinel-1

and -2 data with the IACS dataset for selected regions: (4) Danube plain near Knezha and
(B) Upper Thracian lowland near Plovdiv
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Conclusions

This study is, to our knowledge, the first attempt to map crop types over the
entire Bulgarian territory using Sentinel satellite imagery. A moderate overall
accuracy of 78% is achieved, but results are better for the most important crops and
crop types — “Cereals”, “Sunflower”, and “Maize”. Problem for the classification is
the recognition of some classes, which are too heterogeneous, e.g. “Vegetables”
and “Forage crops”. Such classes are included in the legend to comply with the
existing nomenclature of crops used in the country, but the poor accuracy suggests
that their usage is impossible in the context of the semi-automated remote sensing-
based mapping. Higher overall accuracy was achieved with a combination of
Sentinel-1 and -2 data than using only optical imagery. This confirms that SAR
data derive important information for crop discrimination. It was also found that
accuracy tends to be higher for larger parcels. Future studies should concentrate on
the adjustment of the definitions of the classes. Mapping only individual crops,
instead of groups of crops, is another approach but this would require a more
computational resources. Further improvement of results may require testing of
other classification algorithms and/or using composites with higher frequency.
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KAPTOI'PA®UPAHE HA 3EMEJIEJICKHUTE KYJITYPHU B BBJII'APUS
YPE3 JAHHMU OT SENTINEL-1/2

II. lumumpos, JI. ®unues, E. Pymenuna, I. Kenee

Pesrome

[Ipe3 nocneguute roauHu, OarogapeHue Ha JOCTHIA JO CATEIUTHH AaHHU
ot Sentinel-1 u -2, ce MOsSBUXa HOBU BH3MOXKHOCTH 32 MOJyaBTOMaTHYHO KapTo-
rpadupaHe Ha 3eMEEJICKUTE KyJITypH Ha HallMOHAJIHO HUBO. B ToBa m3cnenBaHe
ca kaprorpadupanu 14 3eMenencku KyJITypH U TPYIU OT KyJITYpPH Ha TEPUTOPHUSITA
Ha Bwirapus msnon3Baiiku Tpu JByMECeUHH KOMIIO3MUTHH M300paxenus 3a 2019
roguHa, reHepupann B oOmauyHara mmiatdgopma Google Earth Engine (GEE).
OO0maTa TOYHOCT, KOTAaToO Ce M3MOI3BAT NM300pakeHHs KakTo oT Sentinel-1, Taka u
ot Sentinel-2 ¢ 78%, DO0KaTo TOYHOCTTA € MAaJIKO ITO-HHMCKA, KOraTo Ce M3IOJI3BAT
camo naHHu ot Sentinel-2 (75%). TouHocTTa € Hal-BHCOKa 3a KIIACOBETE
“3ppHeHO-)kUTHU KyaTtypu’, “LlapeBuna”, “CapHuornen’, ‘“3umHa panuua” U
“Opuz” — Hax 80%. TounoctTa mpu knacoBe kato “3eneHuynu’”’, “TexHHMYECKH
Kyntypu”, “@ypaxnu Kyntypu”’, “Yrap” u ap. obade e mo-HucKa. Te3n KiacoBe
MPEACTaBIISIBAT KATETOPHUH, MMOAXOSIIMN 3a U3II0J3BaHE B 3eMeZelIcKaTa MpaKkTHKa
W CTaTHCTHKa, HO ca TBBbpJE OOIIM M TPYAHM 3a OTIMYABAHE UpE3 CATEIUTHH
nanHu. beme ycTaHOBEHO ChIIO Taka, Ye TOYHOCTTA € M0-BUCOKA 3a MapIleNuTe C
no-rojieMu pazmepu. Kato B3MOXHM IBTHIIA 32 TOZOOPsIBaHE HA PE3YJITATUTE Ca
MOCOYEHHW H3IOJI3BAHETO Ha CEpUsl OT KOMIIO3UTHU H300pa’keHHs C MO-ToJisiMa
4YecToTa W aIalTHPAHETO Ha KJIacoBeTe OT KiacH(UKAIlMOHHATA CUCTEMa, Taka 4e
Jla BKITIOYBAT KYJTYpPH, KOUTO ca CXOJIHH 110 ()eHOIOTHSI © MOPQOIIOTHSI.
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Abstract

The Corine Land Cover (CLC) is a digital data about land cover, which is distributed into
44 classes, whereas for the territory of Bulgaria the CLC classes are 36. The minimal mapping unit is
25 hectares (for 2D objects and 100 m for linear objects). Data sets for the years 1990, 2000, 2006,
2012, and 2018 are available, as well as for the changes , which have occurred between each couple
of years (1990-2000, 2000-2006, 2006-2012, and 2012-2018).

The great data sets provide to track over a nearly 30-year period of land cover changes in
model karst regions, which are strongly vulnerable to anthropogenic and natural influences.

This paper considers the changes in the land cover types on the Devetashko plateau — a
typical karst plateau in North Bulgaria. Land cover and land use changes directly affect the processes
of modern karst-genesis, the soil-vegetation cover, the quantity and quality of underground karst
waters.

Introduction

Karst is a widely spread natural phenomenon with which the lives of
millions of people are directly or indirectly related [1]. Karst territories are made of
karst geosystems, which are characterised by the fact that they consist of clearly
expressed underground (caves) and above-ground part that are closely related
genetically and dynamically [2, 3]. Karst geosystems feature high vulnerability and
enhanced risk of influences, especially against the background of the increasingly
expanding global changes. In Bulgaria, karst territories comprise % of its area [4]
and from specific living and economic activity environment for people who must
consider its peculiarities on a daily basis. In addition, this puts forward on the
agenda the urgent need of good knowledge of and compliance with karst specifics.
This is the only way to achieve sustainable development of karst territories and to
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resolve successfully the topical social and economic problems during their
handling and management.

The active processes occurring on a global and European scale since the
end of the 20™ century affect the social and economic development of Bulgaria, as
well. After 1989, many structural (with respect to ownership and production),
technological and organizational reforms are ongoing, which affects all spheres of
economic activity: industry, agriculture, services. After the passing of the
Restoration of Land Ownership Act (1991) and with the start of the reform in 1992,
minor owners and unemployed became predominant in the field of agriculture (as a
result of the destroyal of the production structures existing before). The new users
of the former publicly owned land became owners of agricultural land, tenants, the
hired workforce, self-employed people, i. e. differentiation of economic interests
occurred. Subsequently, access to European subsidies from the pre-accession funds
and mostly, from the structural European funds in the field of agriculture, resulted
in new changes in the use of agricultural land and the grown agricultural crops.
These changes affect especially strongly the vulnerable karst territories. Changes in
the development of agriculture and cattle breeding also occurred after the adoption
of Natura 2000 and the application of the relevant environmental protection law.

Changes are also observed in the use of building material quarries, which
are typical for karst territories. Some quarries are abandoned, but others are let on
concession. New quarries are also developed.

The sequence of changes in land use strongly affects the fragile balance in
karst geosystems. The role of anthropogenic pressure is of varying nature. For
instance, incorrect agricultural practices in karst territories result in accelerated
erosion and pollution of underground karst waters. This requires prevention and
undertaking of urgent measures for the sustainable development of karst territories.
These are also indispensable because of the depopulation of karst regions, which
makes them socially unstable. At the same time, during the recent years, external
users (tenants) are widely applying deep ploughing with heavy machines of the
arable lands, including the lands that were neglected during the transition. The
economic objectives of these land users are not always related to the ecological
standards imposed by the karst specifics of the regions [5]. The consequences of
the increasingly active manifestations of global climatic changes and the increasing
number of extreme climatic events, especially torrential rains and quick snow
melting, are not accounted for, either. On the karst terrains with shallow soils and
numerous whirlpools and pot-holes, they cause accelerated erosion, especially for
arable lands. This results in import and deposition of great quantities of solid
(clayish) deposits in the underground cave systems (Fig. 3).

During recent years, karst territories with attractive forms are becoming an
object of increasing interest for tourists and are turning into sports and leisure sites.
[6-9]. They attract both organised, as well as unorganised tourists. Regretfully,
tourist infrastructure in karst terrains is insignificant or badly designed and built,
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including the ecopaths to popular karst objects. These pose a number of risks for
visiting tourists, with one lethal accident already recorded (Krushunska ecopath).
The major reason is that the available ecopaths lack clear status and their handling
and maintenance is not regulated by law. No control on the visits is exercised,
including along the ecopaths in protected karst territories. This has often negative
effect on karst objects, incl. pollution, knocking-off, scratching. However, karst
territories will continue to be attractive tourist destinations with positive regional
and local economic effects. The latter, however, is still weak because of the
insufficient experience of local communities in tourist industry, on the one hand,
and on the other hand — their insufficient knowledge of karst specifics.

All this requires, especially at the managerial level, a better understanding
of the relations between the major activities in karst terrains, such as agriculture,
mining, forestry, tourism and more. The long—term and short-term effects of these
activities might have and have on karst environment and karst heritage should also
be accounted for. It is also important to observe the changes in agriculture and to
assess and forecast the consequences thereof in view of rational management and
minimising the negative effects on biodiversity, health, and life of the population.
In this relation, land cover changes are an important information source [10].
Within the earth surface monitoring service of the EU Copernicus Programme and
under the guidance of the European Environment Agency under the Corine, land
cover (CLC) Project, the vector layers with land cover types and their change with
time are maintained and updated on a regular based on [11]. The major thesis of
this publication is to determine the extent to which this information may be useful
to analyse the changes in land use in a typical karst region. It tracks the land cover
changes on the Devetashko plateau in Northern Bulgaria, which is a model region
for multi-annual studies by the Experimental Laboratory of Karst Studies of the
National Institute of Geophysics, Geodesy and Geography of the Bulgarian
Academy of Sciences (NIGGG — BAS).

Materials and Methods

Using geographic information systems (GIS), the spatial distribution and
quantitative characteristics of the land cover and land use (LCLU) classes of the
Devetashko plateau are analysed.

During the conduct of this study, a GIS database was composed
(KARST.gdb), with a set of vector and raster layers containing administrative
boundaries (of districts, municipalities, lands/settlements’ land-use areas (SLUAs)’,
populated places and state boundary), water objects (lakes, dams, and river
network), contour of the model regions, protected territories under Natura 2000

I Totality of the land properties belonging to a given settlement (i.e. the land properties both in the
settlement and in the settlement’s adjacent territory).
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(according to the Directive on birds, Directive on habitats), Corine land cover
(CLC) under the Copernicus Programme, containing vector layers for 1990, 2000,
206, 2012, 2018, and the change of land cover (Corine, Land Cover Change, LCC)
over the subperiods: 1990-2000, 2000-2006, 2006-2012, 2012-2018, digital
elevation model (altitude belts) — ASTER Global Digital Elevation Model (GDEM)
with spatial resolution of 30 m.

Table 2. Nomenclature ,, Corine, land cover®, Level 1 + 3, Fig. 2.+5.

Level 1

Level 2

Level 3

1 Artificial

11 Urban fabric

112 Discontinuous urban fabric

12 Industrial, commercial and
transport units

121 Industrial or commercial units

24 Heterogeneous agricultural
areas

surfaces T3 Mino. d 1
ne, QUID an 131 Mineral extraction sites
construction sites
21 Arable land 211 Non-irrigated arable land
221 Vineyards
22 Permanent crops - -
222 Fruit trees and berry plantations
2 Agricultural | 23 Pastures 231 Pastures
areas

242 Complex cultivation patterns

243 Land principally occupied by
agriculture, with significant areas of
natural vegetation

3 Forest and
semi natural
areas

31 Forests

311 Broad-leaved forest

312 Coniferous forest

313 Mixed forest

32 Scrub and/or herbaceous
vegetation associations

321 Natural grasslands

324 Transitional woodland-shrub

33 Open spaces with little or
no vegetation

332 Bare rocks

5 Water
bodies

51 Inland waters

512 Water bodies

Source: 1.1., Elaboration: Georgi Jelev

The methods of spatial analysis and statistics in the medium of a
geographic information system (GIS) were used. The data were processed within
the boundaries of the Devetashko plateau and were matched at SLUAs level. The
data are organised in a Pivot table and the spatial relationships between the land
cover/land use types and their changes over the period 1990-2018 were studied.
The period after 1990 was studied when the change of ownership and the
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restitution of agricultural land caused exceptionally serious changes in the
organization of agriculture, too.

The spatial distribution and the quantitative characteristics of the presented
land cover and land use classes were analysed at two levels: for the entire region of
the Devetashko plateau and for groups of lands/SLUAs, falling within parts of
municipalities which are included within the plateau’s boundaries. The analyses
were conducted at level 1 and level 3 of Corine land cover. Comparative analysis
was also used. The transition from one land cover class to another over subperiods
was also tracked.

Devetashko Karst Plateau

The Devetashko plateau (343.08 km?) is located between the valleys of the
rivers Rositsa and Osam in the southern periphery of the Danube (Moesian) plane
in Bulgaria. Its northern foot features altitude of 100+150 m a.s.l. and is outlined
by a clearly expressed fault area in the relief, and its southern foot features altitude
of 350 + 400 m a.s.l. and is not expressed clearly. The plateau-shaped ridge part
varies between 350 and 450 m a.s.l. and is inclined to the north. The highest point
of the plateau is the Chukata peak (558 m a.s.l.).

The Devetashko plateau is composed mainly of organogenic limes of
Lower Cretaceous age (Apt-Urgon). They make up subhorizontal layers with a
slight inclination to the north. The prevailing development of limes is the reason
for which, on the plateau, classical karst of autochthonous type has developed, after
[12], without permanently running river waters. In the relief, morphologic karst
complexes of classical forms — surface and underground, dominate, with prevailing
whirlpools and hollows/fif/ek their total number being several thousand. They are
elements of well-differentiated karst geosystems whose exits are mostly on the
northern slopes and the foot of the Plateau, which are marked by high-capacity
karst springs and large entrances of spring caves. One of the most typical karst
geosystems is the Kurshunska one (43 km?, located in the eastern part of the
plateau), which since 1990 has been the model karst region of the Experimental
Laboratory of Karst Studies of the NIGGG-BAS (Fig. 3).

Many of the plateau’s pot-holes have been reshaped into precipices and
precipice caves. Another part of the pot-holes has been tamponed (incl. by
humans), with karst lakes and bogs formed around — one of the most typical in
Bulgaria [13, 14].
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Sources: Information System for protected areas according to ecological network NATURA 2000 [1.2.], Register
of protected areas in Bulgaria, Executive Environment Agency — MOEW, Bulgaria: Digital Elevation and
administrative data: The Study of Integrated Water Management in the Republic of Bulgaria. JICA; Field
mapping of caves and dolines: P. Stefanov — unpublished paper ,, Comparative geodynamics of karst geosystems in
the Predbalkan and Western Rhodopes”, Sofia, 1993, Institute of Geography —BAS. Drawn by Georgi Jelev

On the Devetashko plateau, 68 karst caves with a total length of about
18 km have been studied. The longest one is the water Boninska Cave (Popova
cave) by the Krushuna village — 4 530 m, which is connected with the spring cave
Vodopada (1 995 m) — one of the longest water cave systems being studied in
Bulgaria (above 6.5 km). Some caves on the plateau are former objects of
economic activity (the Chavdarska cave/Mandrata and the Devetashka cave — a
former object of the army) or have been used for water supply. As tourism in the
Devetashko plateau became more popular, 7 caves are already objects of non-
regulated tourist activity. The most frequently visited one is the Devetashka cave
where the greatest cave hall in Bulgaria has formed.

Fig. 2. Devetashko plateau — Landscape in the vicinity of Gorsko Slivovo village
Photo: P. Stefanov
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The climate of the Devetashko plateau is moderately continental, with an
average annual temperature about 10.5 °C. In winter, the plateau-shaped part
features temperature, which is by about 2 °C higher than the temperature of the
north foot. During recent years, abrupt heatings have been observed even in
February, which causes quick snow melting in the ridge parts (Fig. 3). The average
annual amount of precipitation is between 650 and 700 mm, with spring-to-summer
maximum (May—June). About 33% of the precipitation form underground water
outflow, which is a typical karst. The biggest karst springs are concentrated in the
northern periphery of the plateau (near-fault drainage system). Their waters are
fresh, hydrocarbon-calcium. A typical feature of the underground karst waters is
their strong vulnerability to pollution. Its sources are the non-regulated landfills in
the widely spread whirlpools with active pot-holes, as well as the continuous
anthropogenic loading (mainly agricultural) on the plateau’s territory. The
settlements located on the plateau lack sewerage systems and wastewater is not
treated. Therefore, the abounding underground karst waters on the plateau are
strongly polluted and the greatest part of them is not potable.

KRUSHUNA
KARST GEOSYSTEM

Mechanical denudation
(for 24 hours) =100 t

M:S =330 :480 mg/l
. M - jon flow
S — hard flow

Fig. 3. Active mechanical denudation in the Krushuna karst geosystems in the Devetashko
plateau resulting from intensive snow melting (February, 2012)
(archive of the Experimental Laboratory of Karst Studies of the NIGGG—BAS,
Drawn by P. Stefanov)

The soil cover of the plateau is made of typical-for-Bulgarian-karst soil

types [15], with prevailing luvisols (LV), rendzik, (LPk), and dystric (CLd) soils,
developed in the foot of the Plateau and in the uvalas, hollows, and whirlpools.
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Albeit the karst terrain, the slightly sloped ridge parts are covered with a thick soil
layer (mostly luvisols) where traditional agriculture is developing. The eroded
arable lands and the slopes of the negative karst forms with karren fields are used
as pastures. Cattle breeding in the Devetashko plateau has deep historical roots and
with it, the artificial tamponing of whirlpools’ pot-holes in which karst bogs and
lakes where cattle drinks water have formed, is related. Calcic (GLK) soils have
also formed there. During the dating of the depositions in Irmanov gyol, located
westward of Gorno Slivovo village, it was established that the age of the bog is
about

Three centuries [16]. The results from the palinologic studies show that
grass vegetation with rich diversity of ruderal and anthropophyte types was
dominant. They evidence of active anthropopressure — the palaeoecological
circumstances have been favourable for development of agriculture and cattle
breeding in the region.

The prevailing natural vegetation on the Devetashko plateau is broad-
leaved, mostly oak and Carpinus orientalis. Some limited areas have been
artificially planted with coniferous forests. Part of the plateau’s territory has been
included in the ecological network Natura 2000. Two natural landmarks and six
protected countryside with an area of 55.64 ha have been announced.

The arable land, which occupies a great percentage of the plateau’s ridge
part is attacked by accelerated erosion during torrential rains and especially, during
active snow melting, when arable lands are most vulnerable to erosion. In addition,
it is particularly active in the ploughed periphery of the whirlpools and hollows
into which the generated snow water flows out. The ploughing applied by the
tenants does not comply with the specifics of the karst relief and is carried out up to
the edge of the whirlpools and hollows falling within the boundaries of the rented
land. As a result, part of the soil is carried away through the underground karst
systems and the springs that drain them. A typical example is the Krushunska karst
geosystem (Fig. 3). During the observed active snow melting in February 2012,
within 24 h only, about 100 tonnes of deposits (mostly at the expense of eroded
ploughed soils) were carried away through the Vodopada karst spring, whereas 10
tonnes of them were deposited along the Krushunska travertine cascade proclaimed
as natural landmark under the name ,,Maarata”.

The area of the Devetashko plateau includes, in whole or in part, 20 lands
pertaining to five municipalities and three administrative regions (Fig. 4). On the
territory of the Devetashko plateau and along its periphery, 15 settlements are
located [2] (Fig. 4). The administrative partitioning of the Devetashko plateau
poses significant risks for its management from the viewpoint of sustainable
development. The reason for this lies in the lack of an integrated regional and
sector policies, incl. in the field of agriculture, tourism, and other activities
exercised on the plateau’s territory.
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The population of the Devetashko plateau amounts to 5 858 (2018). Over
the period 1990-2018, the region has lost 45.50% of its population (Fig. 5). Ageing
and depopulation are typical demographic processes of the plateau, which account
for the old residential buildings, some of which have been abandoned and are
crumbling down.

The economically active population is less than one-third of the overall
active population. In some villages (Tepava, Devetaki, Brestovo, Gostinya and
more), the economically inactive population exceeds 90%.
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Fig. 4. Territorial and administrative location of the Devetashko plateau.
Drawn by Georgi Jelev
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Fig. 5. Movement of the population by settlements
on the territory of the Devetashko plateau over the period 1990-2018.
Source: NSI — Bulgaria, Elaboration: D. Stefanova
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On the territory of the Devetashko plateau, there are no industrial
enterprises. Agriculture is the main developing economic activity which is
exercised by tenant farmers and, to a lesser degree, by local users of agricultural
land. EU subsidies for direct payments stimulate farmers to increase the area of the
used agricultural land (UAL). Active activity is ongoing, aimed at changing the
manner of the agricultural land’s lasting use — more areas with cereals and less with
orchards compared to the period up to 1989. The widest grown cereals are wheat
and barley; in the gardens, they plant maize, sunflower, as well as plums, cherries,
and peaches. Vines are traditionally typical for Suhindol and, to a lesser degree, for
Krushuna. Because of the established system of middlemen of forest fruits, the
growing of strawberries, raspberries, and blackberries is increasing steadily. A
tendency for the restoration of the old orchards is also observed, due to the
possibility to obtain additional agroecological payments [5].

Cattle’s breeding is mostly related to the growing of cows, sheep, and
goats, using the pastures in the karst terrains. It pertains to the small, mostly family
sector, which provides no conditions to breed a large number of animals.

On the forest territory, apart from logging, a number of auxiliary uses are
available — pasture of large and small cattle, collecting of hay from the bare areas,
collection of leaf fodder. Herbs, forest fruits, mushrooms and nuts are also
collected.

The Devetashko plateau provides possibilities for developing various forms
of sport and tourism: ecotourism, educational tourism, and cultural tourism. Karst
objects — caves and waterfalls, are attractive. Because of the low economic level of
the settlements located on the Devetashko plateau and along its periphery, tourism
in karst terrains is a good prospect for improving the life quality of the local
communities. From this perspective, it is also possible to establish leisure and
recreation territories.

The active social and economic changes in the Devetashko Plateau have
also been reflected as land cover and land use changes, which, because of the
specific karst territory, require analysis in three aspects — economic, social, and
ecological.

Results and Discussions
The overall review of Corine, land cover and land use on the territory
of the Devetashko plateau

On the territory of the Devetashko plateau, four land cover and land use
classes have been observed after the CORINE nomenclature, level 1: artificial
surfaces (12), agricultural areas (2), forest and semi natural areas (3), and water
bodies (5) over the whole observation period, 1990-2018 (Fig. 6). Of them,

2 after the Corine, land cover nomenclature (Table 2)
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Artificial surfaces (1) feature the greatest area. This account for a little bit less than
60% of the plateau’s area. Over the whole period, their share has been declining
within the range 59.29% — 58.76%, i.e. a tendency for a minor decrease by 0.53%
is available. On the contrary, with Forest and semi natural areas (3), which come
second by area, a tendency for a minor increase from 37.11% to 38.33% is
observed. Ranking third by their share presentation are Artificial surfaces (1). With
this class, the tendency is for a slight decrease, which starts from 2006, their share
being preserved during the reporting years afterwards. Artificial surfaces (1) are
mostly formed by class Discontinuous urban fabric (112) and, to an insignificant
degree — by Industrial or commercial units (121) and Mineral extraction sites
(131), (Fig. 6, Fig. 7). The identified change the identified change is mostly due to
the depopulation of the Devetashko plateau and the scrambling of the abandoned
anthropogenic infrastructure. The share of Water bodies (5) is less than one
percent.

444444
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Fig. 6. Distribution and dynamics of Corine, land cover level 1
on the territory of the Devetashko plateau
Source: [I.1.], Elaboration: D. Stefanova, G. Jelev

The analysis of Corine land cover level 1 demonstrates insignificant
dynamics of the four major classes identified on the plateau. This means that it is
mandatory to track the changes at lower levels so as to not ignore changes with
effects of significance for the karst territory.

On the territory of the Devetashko plateau, four classes of Corine land
cover and land use level 3 are observed (Fig. 7, Fig. 8). They are included in the
above-mentioned classes at level 3 and are tracked for the years 1990, 2000, 2006,
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2012, and 2018. The review at this level reveals in greater detail the change, which
is important to observe when accounting for potential negative impacts.

-----
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Fig. 7. Distribution and dynamics of Corine, land cover level 3
on the territory of the Devetashko plateau
Source: [I.1.], Elaboration: D. Stefanova, G. Jelev

During the five observed years, Non-irrigated arable land (211) features
greatest shares (above 33%) of the plateau’s territory. Irrespective of preserving its
greatest shares with respect to the other classes, a tendency for declining by less
than 3% during the last year (2018 — 33.90%) compared to the first year (1990 —
36.78%) (Fig. 7) is observed. Second, come Broad-leaved forests (311), which drop
from 23.13% (1990) to 21.94% (2018) (Fig. 7). As of 2018, these two classes of
Corine land cover level 3 occupy a bit more than half of the territory of the plateau,
which makes them exceptionally important from the viewpoint of impact on the
karst. Ranking third is the share of Transitional woodland-shrub (324) whereas,
during the years, a lasting tendency for the shares’ increase from 12.23% to
13.81% (Fig. 7) is observed. Featuring shares close to class (324) is class Land
principally occupied by agriculture, which ranks third, with significant areas of
Natural vegetation (243). It increases from 10.23% (1990) to 12.37% (2006, 2012),
after which it decreases to 11.39% (2018) (Fig. 7).

The shares of class Pastures (231) are also significant, which change over
the years within the range 7%—9% (Fig. 7). Their change is closely related to the
development of cattle breeding on the territory of the plateau, which, after 1989,
was strongly affected by the social and economic changes in the country and, more
specifically, with those in agriculture. The shares of class Complex cultivation
patterns (242) (Fig. 7) also increase, which is related again with the changes in
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agriculture and the reinstitution of land in actual boundaries to its owners. The
other presented classes (Fig. 7) feature insignificant shares, but irrespective of this,
the change therein may also produce some negative impacts on karst.

From the viewpoint of the performed analysis, the changes related to the
transition of one class into another in Corine land cover (Fig. 9), are interesting, as
well.
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Fig. 8. Territorial distribution of Corine, land cover (CLC) level 3
(classes, Table 1) of the Devetashko plateau Source: Drawn by G. Jelev

63



324-311 §1,25%

311-324 2 372%

243-311 | 0.73%

243-211 = 386%

1-324 10,35%

231-243 E = 14,03%

231 - 211 24,47%

222-211 | 0,74%

221-211 9,95%

211-243 30,90%

324-311 & i 14,91%

311-324 E = 85,09%
80.36%

1990-2000
o
©

2000-
2006

2006-

012
=

= K
= s
w

— = 19,64%
321-211 £ 2,34%

=
w
LS
+

o 311-324 27.97%
9 231-211 E 59.98%
N 221-211 E234%
o
NO211-131 B 1,94%

131-231 == 543%

Fig. 9. Land cover change for the considered subperiods
Source: [1.1.], Elaboration: G. Jelev

The greatest number of changes of one class into another are effected in
sub-period 1990-2000, predominantly for 7 classes of agricultural areas (2) (Fig. 9,
Table 1), logically following the economic changes in the country. A significant
share of the changes over this time interval (30.90%) is related to the transition of
Non-irrigated arable land (211) into Land principally occupied by agriculture, to
significant areas of natural vegetation (243). Another nearly one-fourth of the
changes are affected by Pastures (231) turning into Non-irrigated arable land
(211). Changes from Pastures (231) to Land principally occupied by agriculture,
with significant areas of natural vegetation (243) and Transitional woodland-shrub
(324) are also observed. Overall, most strongly affected are Pastures, of which a
total of 44.85% have been transformed into other classes over this period.
Vineyards (221) and Fruit trees and berry plantations (222) also lose areas,
passing to Non-irrigated arable land (211). In conclusion, this sub-period is
characterised by exceptionally great dynamics within Agricultural areas (2) (Fig. 9,
Table 1).

During the next sub-period, 2000-2006, the changes are only in Forest
and semi natural areas (3) and they are related to transition of Broad-leaved forest
(311) into Transitional woodland-shrub (324), which accounts for 85.90% of the
change. The other 24.91% of the changes over the period are in the reverse
direction — from (324) to (311) (Fig. 9, Table 1).
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During the third sub-period, 20062012, the changes are again in Forest
and semi natural areas (3) between classes (311) and (324), but the difference lies
in the fact that now the greater share of the change (80.36%) is oppositely directed,
from Transitional woodland-shrub (324) to Broad-leaved forest (311) (Fig. 9,
Table 1).

During the last sub-period, 20122018, the greatest share of the changes
(64.26%) comprises three classes of Agricultural areas of Corine, land cover
(Fig. 9, Table 1). Most significant are the changes in Pastures (231), the greatest
share being occupied by the transition into Non-irrigated arable land (211). The
changes in Forest and semi natural areas (3) are also significant. They comprise
Broad-leaved forest (311) and Natural grasslands (321). A greater share for the
subperiod is characteristic of the transition of Broad-leaved forest (311) into
Transitional woodland-shrub (324) —27.97%.

In relation to the karst plateau, the changes related to the transition of Non-
irrigated arable land (211) into Mineral extraction sites (131) deserve particular
attention.

Review of CORINE, land cover and land use by types of SLUAs within
the boundaries of municipalities falling within the territory of the
Devetashko Plateau

The Devetashko karst plateau is managed by different municipal
administrations (Fig. 4). Because of the specifics of karst geosystems, the handling
and use of the land require integrated management approach. In this sense, the
observation of changes in land cover/land use types by groups of the SLUAs within
the boundaries of the municipalities falling within the territory of the Devetashko
plateau provides information which may be used in the development of ecological
assessments and policies for local development and planning.

Lands from the Municipality of Letnitsa (Lovech District)

The lands of the villages from the Municipality of Letnitsa (Lovech
District), which fall within the plateau’s boundaries, are located mostly in the
planar ridge part (Fig. 4). The SLUAs of Gorsko Slivovo and Karpachevo villages
are included in whole, and the land of Krushuna village is included in part. Their
total area amounts to 84.53 km? or 24.64% of the plateau’s territory. The
population of the three settlements amounts to 934 people (2018). The drop in the
population compared to 1990 (2158 people) is 56.72% (Fig. 5). The major
economic activities are farming (agriculture and cattle breeding) and tourism.

This part of the plateau houses one of the most typical karst geosystems —
the Krushunska geosystem (area of 43 km?) (Fig. 3). Of the surface karst forms,
whirlpools prevail, their number only in the karst geosystem being 379.
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Based on the performed analysis, in this group of SLUAs at CORINE
level 1, Agricultural areas (about and over 60%), Forest and semi natural areas
(about 1/3 of the total area), and with insignificant shares — Artificial surfaces and
Water bodies (Fig. 10a) are identified. The share distribution is preserved until
2000, and since 2006, changes occur in the first three classes at this level. Artificial
surfaces have dropped by about 2%. Agricultural areas display a tendency of
gradual weak increase during the next years, and Forest and semi natural areas
display the opposite tendency — insignificant drop during the next two observed
years followed by an insignificant increase during the last year, 2018.
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Fig. 10. Land cover changes (classes, Table 1) in a group of SLUAs from the Municipality
of Letnitsa falling within the territory of the Devetashko plateau (%):
a) (Level 1); b) (Level 3)
Source: [I.1.], Elaboration: D. Stefanova, G. Jelev

At CORINE level 3 on the lands of the Municipality of Letnitsa, changes in
the number of presented classes are observed over the years. For 1990 and 2000
they are 11, in 2006 and 2012 they increase to 12, and in 2018 they are 11 again
(Fig. 10b). With respect to the plateau as a whole, on these lands, the classes
Coniferous forest (312), Mixed forest (313), and Bare rocks (332) are lacking — all
of them pertaining to the Forest and semi natural areas. In the beginning of the
period, Fruit trees and berry plantations (222) and Complex cultivation patterns
(242) from Agricultural areas are also lacking, which is closely related to the
changes in agriculture and their specific impact on these territories. The other
absent classes at the end of the period, and more specifically, Industrial or
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commercial units (121) and Mineral extraction sites (131) refer to Artificial
surfaces.

The typical thing about the lands of the Municipality of Letnitsa is the
exclusively great shares of Non-irrigated arable land (211), followed by Broad-
leaved forest (311) (Fig. 10b). Transitional woodland-shrub (324), Land
principally occupied by agriculture, with significant areas of natural vegetation
(243) and Pastures (231) feature approximately equal shares within the limits of up
to 12%. Another characteristic is the dynamics of the changes in the shares within
Agricultural areas where decreases and increase alternate.

Lands from the Municipality of Lovech (Lovech District)

The SLUAs from the Municipality of Lovech (Lovech District), which
falls within the boundaries of the plateau, include in whole the SLUAs of Devetaki
and Tepava villages and partially, the lands of another seven villages (Fig. 4). Their
total area amounts to 126.93 km?, or 37% of the plateau’s area. The population
numbers 891 people (2018). The drop of the population compared to 1990 (2072
people) is 57% (Fig. 5). This is the most depopulated part of the plateau. In
economic aspect, mainly agriculture and forestry are presented. In the northern
part, the Devetashka cave is located, which is a landmark and has been turned into
tourist attraction.

On the SLUASs from this Municipality, in contrast to the Municipality of
Letnitsa, relatively close shares of Agricultural areas and Forest and semi natural
areas (Fig. 1la) are observed. The changes in both classes at level 1 are
insignificant, with alternating drops and increases. Class Water bodies (512) is
absent, and class Artificial surfaces retain exclusively low values during the whole
observed period.

At CORINE level 3, changes in the number of presented classes over the
years are also observed. For 1990 and 2000 they are 10, and after 2006 they
increase to 11 (Fig. 11b). The classes permanently lacking on the plateau as a
whole are Mineral extraction sites (131), Coniferous forest (312), Mixed forest
(313) and Bare rocks (332), all of them pertaining to Forest and semi natural
areas. For the beginning of the period 1990-2000, absence of areas with Fruit
trees and berry plantations (222) is identified.

About 50% of the areas are distributed between Non-irrigated arable land
(211) and Broad-leaved forest (311), with their values tending to become equal as
of the end of the period (Fig. 11b). Agricultural areas are supplemented by Land
principally occupied by agriculture, with significant areas of natural vegetation
(243) and Pastures (231), with shares of varying dynamics ranking between 6%
and 8%. Forest and semi natural areas supplements its shares mainly by
Transitional woodland-shrub (324), which features almost constant values
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(Fig. 11b). The changes in the classes pertaining to Agricultural areas are more
obvious.
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Fig. 11. Land cover changes (classes, Table 1) in a group of SLUAS from the Municipality
of Lovech (Lovech District) falling within the territory of the Devetashko plateau (%):
a) (Level 1); b) (Level 3)

Source: [I.1.], Elaboration: D. Stefanova, G. Jelev

Lands from the Municipality of Sevlievo (Gabrovo District)

The SLUAs from the Municipality of Sevlievo (Gabrovo District), which
fall within the limits of the plateau include in whole the SLUA of Agatovo village
and partially that of Kramolin village (Fig. 4). Their total area amounts to
49.12 km? or 14.32% of the plateau’s area. The population in both settlements
numbers 604 people (2018). The drop with respect to 1990 (1 398 people) is
56.80% (Fig. 5).

On the SLUAs from the Municipality of Sevlievo, similar to the
Municipality of Letnitsa, at level 1, the shares of Agricultural areas are
significantly greater (more than 2 times) then those of Forest and semi natural
areas (Fig. 12a). At this CORINE, land cover level, and insignificant changes are
recorded over the years. The situation at level 3, however, is different. More
essential changes take place there in both classes from level 1.

The number of presented classes also manifests changes and difference
with respect to the plateau as a whole. In 1990 and 2000, they are 12, and from
2006 to 2018, the classes are 13 (Fig. 12b). Mineral extraction sites (131) from
Artificial surfaces and Coniferous forest (312) and Natural grasslands (321) from
Forest and semi natural areas are permanently lacking over the entire period. In
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the beginning of the period (1990 and 2000), lack of areas of Industrial or
commercial units (121) is also identified.

Non-irrigated arable land (211) demonstrates exclusively high shares,
retaining relatively close values over the entire period (Fig. 12b). The other classes
from level 3 of Agricultural areas, which feature significantly lower shares
display-varying dynamics. Broad-leaved forest (311) is the second ranking land
cover, with lasting tendency for dropping down. With Transitional woodland-
shrub (324), an increase is observed after 2000, but on the overall it is
exceptionally weak.
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Fig. 12. Land cover changes (classes, Table 1) in a group of SLUAs from the Municipality
of Sevlievo (Lovech District) falling within the territory of the Devetashko plateau (%):
a) (Level 1); b) (Level 3)

Source: [I.1.], Elaboration: D. Stefanova, G. Jelev

Lands from the Municipality of Pavlikeni (Veliko Tarnovo District)

The SLUAs from the Municipality of Pavlikeni (Veliko Tarnovo District),
which falls within the boundaries of the plateau, include in whole the SLUAs of
Dimcha village, and in part — of Varbovka village and the town of Byala Cherkva
(Fig. 4). Their total area amounts to 22.83 km? or 6.65% of the plateau’s area. The
population of both settlements falling entirely within the plateau’s periphery
numbers 1 687 people (2018). The drop with respect to 1990 (2 034 people) is
17.06% (Fig. 5).

Similarly, with the SLUAs from the Municipality of Pavlikeni, as well as
with those from the Municipality of Sevlievo, Agricultural areas are over twice
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greater than Forest and semi natural areas (Fig. 13a.). Over the entire observed
period, they feature about 66%, whereas the changes during the years are
insignificant. During the first four years, Forest and semi natural areas retain
constant shares of 26.70% and only in 2018; they increase insignificantly to
27.49%.
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Fig. 13. Land cover changes (classes, Table 1) in a group of SLUAs from the Municipality
of Pavlikeni (Lovech District) falling within the territory of the Devetashko plateau (%):
a. (Level 1); b. (Level 3)

Source: [I.1.], Elaboration: D. Stefanova, G. Jelev

Over the entire observed period, six of the classes at level 3, characteristic
of the whole plateau, are not present on the SLUAs of the Municipality of
Pavlikeni. These are mainly classes from Forest and semi natural areas, namely,
Coniferous forest (312), Mixed forest (313), Natural grasslands (321) and Bare
rocks (332). No areas from the classes Industrial or commercial units (121) and
Water bodies (512) are available, either.

Characteristic of this Municipality are the high shares of Nomn-irrigated
arable land (211), which in 2000 reach 49.59%, irrespective of the subsequent
drop in 2018 to 42.50%. The other classes from level 3 of Agricultural areas
experience continuous changes in their shares. With Forest and semi natural areas
and Broad-leaved forest (311), the drop is lasting, and vice versa, with Transitional
woodland-shrub it displays a tendency for increase.
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Lands of the Municipality of Suhindol (Veliko Tarnovo District)

The SLUAs from the Municipality of Suhindol (Veliko Tarnovo District),
which falls within the boundaries of the plateau, include in whole the SLUA of
Koevci village and in part — of the town of Suhindol and Gorsko Kosovo village
(Fig. 4). Their total area amounts to 59.67 km?, or 17.39% of the plateau’s area.
The population in both settlement numbers 1 742 people for 2018. The drop with
respect to 1990 (2 034 people) is 43.55%.

In the SLUAs from the Municipality of Suhindol, the shares of
Agricultural areas are approximately close to those of Forest and semi natural
areas. This is the second municipality after Lovech, where such ratio between
these two classes at level 1 is observed. The third class at level 1, which is
presented by very small shares during the whole period, is Artificial surfaces
(Fig. 14a). As a tendency, with Agricultural areas, there is a decrease of shares in
2006 and maintenance of constant shares during the years afterwards. With Forest
and semi natural areas, it is vice versa — increase in shares in 2006 and
maintenance of constant shares during the years afterwards.
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Fig. 14. Land cover changes (classes, Table 1) in a group of SLUAS from the Municipality
of Suhindol (Lovech District) falling within the territory of the Devetashko plateau (%):
a) (Level 1); b) (Level 3)

Source: [I.1.], Elaboration: D. Stefanova, G. Jelev

The charactistic thing for the number of classes at level 3 from this
subregion is the absence of one class from each class Artificial surfaces (incl.
Mineral extraction sites (131), Agricultural areas (incl. Fruit trees and berry

plantations (222)), and Water bodies (incl. Water bodies (512)) (Fig. 14b).
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The observation of the shares at level 3 shows that Non-irrigated arable
land (211) comes first with the greatest share. Second comes Broad-leaved forest
(311), followed by Transitional woodland-shrub (324). The drop with Non-
irrigated arable land is accompanied by an increase in Vineyards (221), Pastures
(231) and Land principally occupied by agriculture, with significant areas of
natural vegetation (243). Another regularity which is observed within Forest and
semi natural areas is drop of Broad-leaved forest (311) and increase in Natural
grasslands (321) and Transitional woodland-shrub (324) and retaining of the
values of Coniferous forest (312) and Mixed forest (313) (Fig. 14b).

Change of the land cover classes

The changes in sub-period 1990-2000 comprise 14 SLUAs from five
municipalities on the territory of the Devetashko plateau with total area of 7.62 km?
(Table 2, fig. 15). For this period, eight groups of transformation of areas from one
class into another at CORINE, land cover level 3 may be differentiated, most of
them being the transformations in Agricultural areas.

The transformation from Non-irrigated arable land (211) into Land
principally occupied by agriculture, with significant areas of natural vegetation
(243) with an area of 2.41 km? comprises the SLUAs of strongly depopulated
villages and the SLUAs of Aleksandrovo village, which is outside the plateau’s
territory. All of them pertain to the Municipality of Lovech.

Table 2. Corine, land cover change in Model karst area “Devetashko plateau” by classes
and lands for the subperiods 1990-2000, 2000-2006, 2006-2012, 2012-2018. Source:
[1.1.], Elaboration: D. Stefanova, G. Jelev

1990-2000 2000-2006 2006-2012 2012-2018
Total area - 7,62 km2 Total area - 3,84 km2 Total area - 0,88 km2 Total area - 4,82 km2

SLUAs cLce (‘:::;) SLUAs cLce (‘::; SLUAs cLee (‘::2‘) SLUAs cLce :::2)
Aleksandrovo 211-243 [ 000 | |Agatovo 311-324 | 0,69 Kramolin 311-324 0,17] |Gorsko Slivovo | 131-231 | 0,26
Gostinya 211-243 | 0,00 Brestovo 311-324 | 0,02 Kramolin 324-311 046 | Suhindol 211-131 | 0,09
Devetaki 211-243 | 0,71 Gostinya 311-324 | 0,11 Suhindol 324-311 0,16] |Varbovka 221-211 | 0,11
Tepava 211-243 | 1,69 Devetaki 311-324 | 0,79 Koevci 324-311 0,08| Agatovo 231-211 | 021
Varbovka 222-211 | 004 | |Dimcha 311-324 | 030 Brestovo 231-211 | 007
Dimcha 222-211 [ 0,63 | |Kramolin 311-324 | 042 Varbovka 231-211 | 0,29
Suhindol 222-211 [ 003 | |Karpachevo | 311-324 | 0,00 Gorsko Slivovo | 231-211 | 0,00
Dimcha 222-211 | 0,06 | |Suhindol 311-324 | 0,76 Devetaki 231-211 | 1,30
Gorsko Slivovo 231-211 | 1,89 Tepava 311-324 | 0,08 Dimcha 231-211 | 0,00
Karpachevo 231-211 | 0,01 Yasjapim 311-324 | 0,01 Koevci 231-211 | 041
Agatovo 231-243 | 0,62 Agatovo 324-311 | 0,09 Karpachevo 231-211 | 049
Chavdartsi 231-243 | 047 | |Devetaki 324-311 | 026 Suhindol 231-211 | 0,12
Brestovo 231-324 | 0,39 Krushuna 324-311 | 0,07 Agatovo 311-324 | 0,19
Tepava 231-324 | 042 Karpachevo | 324-311 | 0,06 Gorsko Slivovo 311-324 | 0,50
Devetaki 243-211 [ 0,30 | |Smochan 324-311 | 0,03 Gostinya 311-324 | 001
Smochan 243-311 | 0,06 Chavdartsi 324-311 | 0,01 Devetaki 311-324 | 0,07
Krushuna 311-324 | 0,07 Kramolin 311-324 | 037
Karpachevo 311-324 | 0,22 Karpachevo 311-324 | 0,01
Chavdartsi 311-324 | 0,01 Suhindol 311-324 | 0,12
Tepava 311-324 | 0,09

Devetaki 321-211 | 0,11
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Another type of transformation during this period is from Fruit trees and
berry plantations (222) into Non-irrigated arable land (211) with an area of
0.77 km?, which comprise the SLUAs from the Municipality of Pavlikeni
(Varbovka and Dimcha villages) and from the Municipality of Suhindol (town of
Suhindol). When the Agrarian—Industrial Complexes (AICs) were liquidated, the
orchards were abandoned.

The liquidation of cattle breeding during the period 1990-2000 resulted in
the transformation of pastures with an area of 4.10 km? This process affects the
SLUAs of Gorsko Slivovo and Karpachevo villages, with the transformation into
Non-irrigated arable land (211), of Agatovo and Chavdartsi villages, with the
transformation into Land principally occupied by agriculture, with significant
areas of natural vegetation (243), and of Brestovo and Tepava villages with
transformation into Transitional woodland-shrub (324).

Insignificant transformation of the area of 0.29 km? comprises Broad-
leaved forest (311), which has been transformed into Transitional woodland-shrub
(324) on the SLUAs of Chavdartsi, Krushuna, and Karpachevo villages.

The changes in sub-period 2000-2006 comprise 12 SLUAs from five
municipalities on the territory of the Devetashko plateau with total area of 3.84 km?
(Table 2, Fig. 15). The transformations have been differentiated into two groups:
the transformation of Broad-leaved forest (311) into Transitional woodland-shrub
(324), which comprises the SLUAs of 10 settlements (Agatovo, Brestovo,
Gostinya, Devetaki, Dimcha, Kramolin, Karpachevo, Suhindol, Tepava, and
Chavdartsi villages); reverse transformation from Transitional woodland-shrub
(324) into Broad-leaved forest (311) (on the SLUAs of Agatovo, Devetaki,
Krushuna, Karpachevo, Smochan, and Chavdartsi villages).

Sub-period 2006-2012 comprises 3 SLUAs from two municipalities —
Kramolin village from the Municipality of Sevlievo and Koevci village and town
of Suhindol from the Municipality of Suhindol, with total area of 0.88 km? (Table
2, Fig. 15). The transformations are from Transitional woodland-shrub (324) into
Broad-leaved forest (311) and vice versa for Kramolin village — from Broad-leaved
forest (311) into Transitional woodland-shrub (324).

The last sub-period 2012-2018 comprises 12 SLUAs from five
municipalities with total area of 4.82 km? (Table 2, Fig. 15). The transformations
have been differentiated into 5 groups, whereas in 2 of them the changes are more
essential and comprise more SLUAs. On 9 SLUAs, Pastures (231) are transformed
into Non-irrigated arable land (211), and on other 8 SLUAs — from Broad-leaved
forest (311) into Transitional woodland-shrub (324).

The results from the performed analyses and the assessment of the land
cover and land use of the Devetashko plateau after the CORINE nomenclature have
been summarised, as follows:

- the land cover on the territory of the Devetashko plateau is presented with
the greatest share by Agricultural areas, followed by Forest and semi natural
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areas, the difference between the two being about 20%. The values of Artificial
surfaces are exceptionally low and those of Water bodies are minor. At this level,
the observation of the share distribution by classes displays insignificant changes,
which are in the direction of increase for Forest and semi natural areas, and vice
versa — decrease for Agricultural areas (Fig. 6);

a)

P

Fig. 15. Corine, land cover change in Model karst area “Devetashko plateau';
a) 1990-2000, b) 2000-2006, c) 20062012, d) 2012-2018)
Source: [I.1.], Elaboration: Georgi Jelev

- at CORINE, land cover level 3 on the territory of the Devetashko plateau,
16 land cover and land use classes are observed. Non-irrigated arable land (211)
and Broad-leaved forest (311) feature the greatest relative shares, whereas the
tendency with them is for the weak decrease. Another characteristic is that the
changes are mainly concentrated in classes within Agricultural areas and Forest
and semi natural areas;

- over the entire period, the changes of one class into another comprise 5%
of the plateau’s territory;
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- with time, the changes in land cover follow the social and economic
changes in society — from the restitution of land and the liquidation of agricultural
farms to provide subsidies in agriculture, which again triggered changes in the
share of the individual classes of Agricultural areas. Their specific manifestation is
expressed in the fact that, during the early years of the ,transition, transformation
of Pastures (231), Non-irrigated arable land (211), Fruit trees and berry
plantations (222) is mostly observed, resulting from collapse in cattle breeding and
abandonment of arable land. A change in the areas of Broad-leaved forest (311) is
also observed resulting from intensified logging. Recent years witness the reverse
tendency — with the development of large-scale agriculture, pastures and natural
grass areas are transformed into agricultural land;

- at the level of a group of SLUAS, located within the boundaries of
territorial and administrative units (municipalities) on the territory of the
Devetashko plateau, two types of combinations of land cover are observed. On
three municipal lands (Letnitsa, Sevlievo, and Pavlikeni), the shares of Agricultural
areas outdistance significantly (almost two-fold with respect to Forest and semi
natural areas). With the other two municipalities (Lovech and Suhindol), the
shares of these two classes from level 1 are approximately equal. These means that,
when implementing current and future economic activities, the municipal
administrations and the persons handling the lands must keep a track of the current
changes and forecast the upcoming changes and possible transformations by land
cover classes. But, minding the specifics of these territories, they should also
comply with karst’s high vulnerability to anthropogenic impacts and climatic
changes.

Conclusion

The land cover and land use types and their change as a result of
anthropogenic pressure or natural intervention have a strong impact on karst
geosystems. Relief character and a special distribution of karst regions influence
economic activity and it, on its part, influences karst geosystems.

The social and economic factor also affects land use and thence, land cover
change. The pressure on karst systems is further aggravated by various conflicts of
interest arising during the exercising of different economic activities, such as
farming (agriculture and cattle breeding), forestry, mining, settlement development,
industry, protected territories. The new circumstances of transition and continuous
changes require adequate management complying with the karst specifics of the
territory, among others. The absence of such management would result in serious
ecological problems. In this sense, observation of land use in the highly vulnerable
karst territories and the possibilities for its planning require special attention. The
studies based on land cover and land use, especially in sensitive territories, such as
the karst ones, may provide additional valuable information, which might improve
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land management and assist the design of strategic development policies. Because
of human activity, incl. traditional agricultural activity, which prevails on the
Devetashko plateau results in the transformation of karst types [17] and structural
and functional changes in karst geosystems [3]. These changes, on their part,
reflect, sometimes unexpectedly, on the anthropogenic activity and social
environment in karst territories.
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INPOMEHMHU B 3EMHOTO INOKPUTHUE U 3EMEIIOJI3BAHETO
HA KAPCTOB PAOH JEBETAIIIKOTO ILIATO

I'. Keaes, [I. Credanona, II. Ctedpanon

Pe3rome

Hanaute ra CORINE Land Cover (CLC) npeacraBisBat 1mudpoBy TaHHA
3a 36MHOTO TIOKpWUTHE, pa3mpenelieHo B 44 Kiaca, Karo 3a TEpUTOpHUATAa Ha
Bearapus kimacoere ca 36. MuHumanHaTa Kaptupyema enuHuna ¢ 25 ha (3a
rioniau o0ektr) u 100 m 3a nuHeliHN 00ekTH. Hanmyau ca Habopwu OT JaHHU 3a
roguauTe 1990, 2000, 2006, 2012 1 2018 T., KakKTO W 3a MPOMEHHUTE HACTBITHIN
MEXTy Besika aBoiika roguau (1990-2000, 2000-2006, 20062012 u 2012-2018).

lonemusar HaOOp OT JaHHU JaBa Bb3MOXKHOCT Jla CE€ MPOCJICIU 3a MEPUOJ
ot 630 30 roIMHYU KakK ce € MPOMEHSIIO 3eMHOTO ITOKPUTHE B MOAEITHH KapCTOBU
paiioHH, KOWTO ca CHITHO YS3BUMU Ha aHTPOIIOTCHHH U MPUPOJIHA BH3EHCTBHSL.

Hacrosmiara craTtust pas3riex/ia IpOMEHUTE B TUIIOBETE 36MHO TTOKPUTHUE B
Devetashko plateau — TunmuaaO KapctoBo iato B CesepHa brarapus. [Ipomennte
B 36MHOTO TOKPUTHE M B 3€MEIIOJI3BAHETO NPSKO BIUSAAT BBPXY IMPOIECHUTE Ha
ChBPEMCHHUS KapCTOTCHE3UC, MOYBCHO-PACTUTEIHATA TOKPUBKA, KOJUYCCTBOTO U
KaueCTBOTO Ha IMOJI3EMHUTE KapCTOBY BOH.

2] The settlements located on the other five lands included in the Devetashko plateau are at a great

distance from the plateau and their population has not been included in the population of the plateau.
The tendencies with them are the same.
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Abstract

This article presents an investigation of seasonal behaviour of the Sahara desert dust
transport over the Balkans. The data used are satellite measurements of monthly averaged
Absorption Aerosol Index (AAI) value. The research period is from June 1995 to the end of 2019.
The data used is from four space instruments onboard five satellites. The area of interest is a
rectangle with corners 23 E 43 N and 245 E 35 N. The data from different sources are compared and
discussed.

Introduction

Mineral dust is the second largest source of natural aerosols. North
African deserts emit most of the dust particles released into the atmosphere
worldwide.

The smallest dust particles strongly affect human health (mainly the
respiratory system).

The physics, chemistry and biology of marine atmosphere and
biogeochemical cycles in seawater are strongly influenced by the atmospheric
transport and deposition of mineral aerosol particles, which are massively exported
from the desert areas. Sahara and the peripheral regions are the main source of
soil-derived aerosols over the Atlantic and Mediterranean.

Desert dust transports minerals, bacteria and other small pollutants. Cristal
aerosols influence the atmospheric radiative balance through scattering and
absorption, and by acting as cloud condensation nuclei when sulphation and
nitration occur.

It is now well known that satellite observations of the sunlight reflected by
the Earth-atmosphere system enable relatively accurate retrieval of the vertically
integrated dust aerosol content over the ocean in terms of optical thickness [1, 2].
Remote sensing by operational meteorological onboard sensors is suitable for
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monitoring large desert dust plumes, which exhibit high temporal and spatial
variability.

These dust plumes are spread over thousands of kilometers, and can
persist for many days. They have extremely deleterious effects on the air quality
near the African continent but are also important on a global scale.

Some authors during the last decades investigate dust transport over the
Mediterranean [1-6], more often in direction towards Italy and Spain [7] and even
more scientists paid attention to dust transport over the Atlantic [8—11]. Results
indicate that during “African dust-events”, the numbers of cultivatable airborne
microorganisms can be 2 to 3 times more than these found during “clear
atmospheric conditions” [12, 13]. There are no exhaustive investigations done on
the influence of the Sahara dust over the Balkans.

In this paper, we use monthly averaged satellite data of AAI (Absorption
Aerosol Index), which has a close to linear dependence with optical depth from
five satellites for the period 1995 until the end of 2019 to investigate seasonal
behaviour over the Balkans in nine areas in direction North — South.

Area of interest, satellite data and investigation methods

In this work we research seasonal behaviour (and its variations) of dust
atmospheric pollution from Africa in North — South direction over the Balkans.
invested area is rectangle with corners respectively 23 E 43 N and 245 E 35 N.

We choose nine areas (cells of 1 x 1 degrees). Points indicate the center of
each area (Fig. 1).

Fig. 1. Area of interest. On the left — optical image from MODIS with points. On the right
— combined image AAI from GOME-2 over the same optical picture and points.
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We use satellite data from four space instruments onboard five satellites
with similar space and temporal resolution as follows:
GOME onboard ERS-2 — from 6.1995 till 6.2003 (40 x 40 km)
SCIAMACHY onboard ENVISAT — from 9.2002 till 4.2012 (30 x 60 km)
OMI onboard AURA — from 9.2004 till now (40 x 40 km)
GOME-2 onboard MetOp A — from 1.2007 till now (40 % 40 km)
GOME-2 onboard MetOp B — from 12.2012 till now (40 x 80 km)
On fig. 2 it the working duration of each one of these instruments is
shown.

In the figure, we show GOME-2 instrument onboard MetOp C satellite.
We do not include data from them later on because data are available only for one
year.

— GOME
— 5 CIAMA CHY
aml

M etOp A
— M et B
- = Metdpc

& 4 & g8 & A B . - U
s M- ’.'EP 7] ﬂéﬁ L A A L R S
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Fig. 2. The working duration of chosen space instruments

We choose to use monthly averaged data for AAI in “*.nc” format
(Longitude: 360 bins centered on 179.5 W to 179.5 E (1 degree steps), Latitude:
180 bins centered on 89.5 S to 89.5 N (1 degree steps) from ESA - TEMIS
(Tropospheric Emission Monitoring Internet Service) [14].

There is free data for almost every day during the work time of each one
of the chosen instruments.

The Absorbing Aerosol Index (AAI) indicates the presence of elevated
absorbing aerosols in the Earth's atmosphere. The aerosol types that are mostly
seen in the AAI are desert dust and biomass-burning aerosols. The AAI provided
here are derived from the reflectance measured by GOME-1, SCIAMACHY and
GOME-2 at 340 and 380 nm, and from the reflectance measured by OMI at 354
and 388 nm.
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Results

For every instrument and each year it’s working we built graphics of
dependence AAI — month of year. Then, we obtained an average value of AAI for

each area and month.

We do not show results for the 5™ and the 8" areas, because these areas
are fully over sea regions. Our interest is focused on the spatial dust transport

distribution over land areas. Results we show in Figures 3—7.
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Fig. 4. Seasonal behaviour of averaged AAI by points from SCIAMACHY instrument




Seasonal by point OM

S I I I I I*\
é"’vﬁ *-5"# T \&F \:ﬁ \F 3@ b&dsﬁé ,;..&;96
1-\&

‘3\?
|:'J

——pmhl

mhtd

(] 3]

Fig. 5. Seasonal behaviour of averaged AAI by points from OMI instrument

Seasond by point MetOp A
05

05 L= _%ffi
T T T N T

ES—] }

(.11'%

MetOp A satellite

Fig. 6. Seasonal behaviour of averaged AAI by points from GOME-2 instrument onboard

Seasonal by point MetOp B

05

0

-1 T T T T T T

v-q-" i # 2 5 & & &
\ﬁqﬁ"#*ﬁ W N \\}#ﬁﬁﬁé‘sﬁﬁ & &

mhl

for different areas. Areas from 1St

Fig. 7. Seasonal behaviour of averaged AAI by points from GOME-2 instrument

onboard MetOp B satellite

As it is seen from the above figures, seasonal AAI behaviour is different

to 4™ show an increase of AAI for winter




months, while areas 6", 7" and 9" show significant increases in AAI during
summer. Moreover, — AAI increase with an increase in the point number. As our
previous investigations show [15], sand storms from Africa during the last 15
years are mainly in winter months (from February till June). Results from the older
instruments (GOME and SCIAMACHY) show a longer period with increase — till
October.

As the area number increases with the decrease of Latitude, it shows
increasing of desert dust with Latitude decreases. For illustrating above conclusion
and comparison of data from different instruments, on fig. 8 we show averaged
AAI value for each area.

Averaged AAI by point
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Fig. 8. averaged AAI value for each instrument and different areas

As it is seen from the last above graphic - averaged AAI for last area has
the highest value. AAI differences in areas are similar for GOME-2 and
SCIAMACHY instruments. Data from GOME show similar behaviour but lower
values.

It seems that the combination of data from OMI with data from other
mentioned instruments is not corrected. The reason for it may be longer and non-
stable work of the satellite and the different spectral diapason of AAI
measurement of this instrument.

Conclusions

As a result of this research, we can conclude that satellite data for AAI
show the expected increase in south direction. It means that the dust transport
affects the southern Balkan areas (here Crete) stronger then the northern Bulgarian
regions. The seasonal behaviour shows changes during the last 15 years. While
earlier sand transport continues from February until October, during the last
decade it shows increase only from March to July with outstanding maximum
around May.
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CE30HHO U3BMEHEHUHE HA PABITIPOCTPAHEHUETO HA
IIYCTUHEH IIACHBK OT CAXAPA HA/I BAJIKAHUTE

M. Tumumposa

Pesrome

CratusiTa mpencTaBd €JHO H3CIEABaHE Ha CE30HHOTO TIOBEJACHHE Ha
mycTuHeH Isicbk oT Caxapa, KOWTO ce pasmpocTpaHsBa Hax bankanumrte. W3-
ITOJI3BaHU Ca CITbTHUKOBH JIAHHM 332 MECEUHHUTE CTOMHOCTH Ha AAI JlanHuTe ca oT
YeTUPU MHCTPYMEHTa Ha OOpJa Ha MeT CITbTHHKA 3a Nepuoja oT oHu 1995-ta 1o
kpas Ha 2019-ta. U3cnenBane e mpaBObrbiIHA O0JIACT C BIIH ChOTBETHO 23 E 43 N
and 245 E 35 N. [lanHWTe OT pa3iNMYHUTE HWHCTPYMEHTH Ca CpPaBHEHH U
JTUCKYyTHpaHHU.

86



Bulgarian Academy of Sciences. Space Research and Technology Institute.
Aerospace Research in Bulgaria. 33, 2021, Sofia

DOIL: https://doi.org/10.3897/arb.v33.e07

APPLICATION OF GNSS AND SAR DATA IN LANDSLIDE
MONITORING ALONG THE BLACK SEA COAST OF BULGARIA

Mila Atanasova’, Hristo Nikolov’, Keranka Vassileva®

National Institute of Geophysics, Geodesy and Geography — Bulgarian Academy of
Sciences
2Space Research and Technology Institute — Bulgarian Academy of Sciences
3Faculty of Physics, Sofia University “St. Kliment Ohridski”,
e-mail: mila_at_zl@abv.bg

Keywords: GNSS Data, SAR Data, Black Sea Coast, Landslide Processes

Abstract

Landslide processes are considered the major part of the natural hazards occurring on the
northern part of the Bulgarian sea side. Their monitoring can be done with high precision using
GNSS data. The objective of this study is to provide solid grounds for monitoring of the landslide
processes using GNSS and SAR data. This goal will be achieved by the implementation of the
following: 1) establishment a verified methodology for extracting high-quality information from SAR
images aimed at continuous monitoring of landslide areas integrating InterFerometric Images (IFI)
and GNSS data and 2) creation of a working prototype of an information system for monitoring and
prevention of the effects of earth crust movements (landslides, falls, etc.) based on freely accessible
data provided by ESA and national sources. One of the scientific tasks to be solved includes the
development of methodological approaches for comparison of the results from combined processing
of interferometric images from SAR, measurements at permanent GNSS stations of the national
NIGGG network in the area of study and geodetic measurements of a newly established test network
covering a specific area on the Northern Black Sea coast of Bulgaria with active landslide processes.

Introduction

The main objective of this research is to monitor the ongoing landslide
processes by complementary use of Synthesized Aperture Radar (SAR) and Global
Navigation Satellite Systems (GNSS) data. It will be achieved by means of proved
methodology for continuous monitoring of landslide areas by integrating
information from interferometric images (IFIs) and GNSS data from permanent
and local geodetic networks. The outcome of this study will deliver reliable
information for the ongoing risky geo-processes for the region of the Northeastern
Bulgaria, which is known with several large active landslides. These results could
provide a better understanding of the origin and dynamics of current landslide
processes as well as assessing the resulting hazards by creating thematic maps. The
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selection of the mentioned area is based on information provided by the national
authority responsible for the monitoring of the landslides according to which their
number has almost doubled over the past two years.

In this study, the selected landslides are located at the coastal zone of NE
Bulgarian Black Sea. The selected region is based on the fact that until now more
than 120 landslide events have been registered in the districts of Varna and
Dobrich, and 80% of landslides affect the coastal line. As a contributing factor
provoking the interest of this specific area is the weak stability of its slopes, which
can be impaired even by single events such as abrasion, erosion, prolonged
rainfalls, seismic, etc.
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Fig. 1. Map of active, stabilised and potential landslides in NE Bulgaria (according to GIS
of the Ministry of Regional Development and Public Works (MRDPW)
(http://gis.mrrb.government.bg/)

At present, the authors have investigated a short strip along the Black Sea
starting from city of Varna and ending at Kaliakra cape. The area is about 80 km
long, where large numbers (more than 120) of irregularly distributed landslides
have been registered and monitored by the competent authorities of MRDPW (Fig.
1). From the geological perspective, most of the landslides located in this region
are of complex nature [1, 2].

Obtaining reliable data and delivery of an adequate information about the
ongoing risky geo-processes of the Earth's surface is a key factor in tracking the
origin and dynamics of landslide processes as well as assessing the resulting threats
to the population and infrastructure. This is the main reason for the development
and implementation of a rapid and accurate method for their operational
monitoring. In this paper proposed is a possible solution for estimation of the
ground motions caused by landslides based on information derived from
differential interferometric processing of SAR data. It was proved that the Earth’s
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crust deformations can be registered with the magnitude of centimetres by this
method [3]. Results from SAR data processing unambiguously indicate these
movements in certain zones of the investigated areas, but GNSS measurements are
also required to obtain validated information. The main objective of this research is
formulated as follow — to study of the landslide processes by using innovative
methods. It was achieved through the extraction of high-quality and reliable
information from SAR images focused on regular monitoring of landslide areas
and integrating IFIs and GNSS data. Based on the freely available SAR data and
the software provided by ESA, as well as data from national sources, a prototype of
an information system was elaborated on the basis of archive IFIs produced for
monitoring the movements of the Earth's crust (landslides, subsidence, etc.).

In the past decades the northeastern Black Sea coast of Bulgaria has been
the subject of scientific research and geodetic surveying by the former “Laboratory
of Geotechnics” BAS and "Central Laboratory of Higher Geodesy" today, the
Department of Geodesy. By the mid-1990s a geodynamic network was built for
monitoring the landslide processes around the town of Balchik [4]. Due to
intensive construction activities of the coastal area in the last 20 years and the lack
of funding for research and its maintenance, some of the points of the mentioned
network (pillars for precise instrument positioning) were destroyed and do not
exist. Nevertheless, an extensive and comprehensive methodology for geodetic
investigations of landslides was developed [5]. In it underlined is the significance
of the type, size and form of the landslide, the velocity of the displacements, the
availability of stable areas in the vicinity of the study object, a type of equipment to
be used according to the necessary precision.

Materials and Methods
Synthetic Aperture Radar (SAR) Data and DInSAR Processing

In this section, a short description of the SAR data and the processing steps
used to produce interferometric images (IFIs) that were combined with the geodetic
data in studying landslides is presented. The SAR data that have been processed are
from a constellation comprised two satellites (A and B) of the Sentinel-1 mission
freely distributed by ESA and were obtained from Scientific Data Hub maintained
by ESA [6]. Each satellite has revisiting time of 12 days, which means that one and
the same area is imaged every 6 days by a satellite. The SAR instrument onboard
the satellite is C-band radar (corresponding to a wavelength of 5.56 cm) with a
right-looking line of sight (LOS) regardless of the orbit direction. It operates in
four acquisition modes stripmap, interferometric wide swath (IW), extra-wide
swath and wave mode. For interferometric processing single look complex (SLC)
data obtained in IW mode must be used since in it not only the amplitude of the
backscattered signal is available, but its phase signal too. The phase signal is of
crucial importance since after appropriate processing it delivers information about
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the changes in the distance to the objects on the Earth’s surface between two
satellite overpasses [3].

The DInSAR (differential interferometric SAR data processing) is a
method that uses SLC SAR data to produce topographic and surface motion maps
based on information contained in the interferometric phase. It is based on the
acquisition of complex-valued data over the same area at different times and uses
the difference found in the phase signal to detect the horizontal/vertical changes
caused by ground deformations. Since in the measured phase, there are two
components — one corresponding to the distance of a single object from the surface
and the next reflecting the phase changes caused by the environment — a measure
of quality, known as coherence, is introduced, which is an estimate of the noise
level present in the phase signal. It is widely accepted that for the single pixel from
the phase band of the produced IFI to be considered reliable the same pixel in the
coherence band should have value above 0.3. Low values of this parameter are due
to many external factors such as the state of the troposphere at the time of
acquisition, the position of the satellites in their “orbital tube”, which defines
perpendicular baseline, presence of vegetation in the area of study, etc.

\) Ascending orbit 058 B) Descending orbit 036

Fig. 2. Shape of the SAR images from the ascending (A) and descending orbits (B)

It needs to be underlined that the information provided by the phase signal
is a relative concerning one of the SAR images, often called “master”, and
concerning a point on the ground, which is assumed to be stable. One more thing
that needs to be addressed here is that all detected deformations are measured along
the LOS of the SAR instrument and for this reason additional calculations are
needed for properly combining GNNS and SAR data to obtain vertical ground
deformations.

A drawback of the SAR data that need mention is that they cannot detect
ground changes along the track of the satellite, which results in better registering
movements in the east-west direction, then in north-south. This can be overcome
by combining information derived from IFIs from both ascending and descending
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orbits (Fig. 2). An advantage offered using the DInSAR method is the possibility to
register ground changes over large or difficult-to-access areas, thus delivering more
information than by in situ GNSS acquisitions. This does not mean that it can
completely substitute terrain measurements, but rather to provide details on the
surface movements for larger areas in the investigated region.

The processing of SAR data for the production of a deformation maps
includes the following steps — precise co-registration based on the orbital data of
the two images used in the IFI, formation of the interferogram, filtering and
speckle reduction, phase unwrapping, and geocoding. The most important step in
this procedure is the phase unwrapping since only after it the information contained
in the phase signal of [the IFI is converted into ground displacements. At this step,
by integrating the phase difference between neighbouring pixels at every 2w cycles
the difference in altitude in LOS is generated after any integer number of altitudes
of ambiguity has been deleted.

GNSS for landslide monitoring

Geodynamic networks established for landslides monitoring generally
consist of two types of points — reference or fixed points located on geologically
stable terrain and survey points located within the investigated landslide.

To accomplish the objectives of this study geodetic data from these two
types of points are necessary. Data from the stable points situated in non-
deformable zone are provided by the permanent GNSS network. The newly
established points that from geodynamic networks located inside the specific
landslide will be measured in few GNNS acquisition cycles. The deformation
analysis of those geodynamic networks will be done after the third measurement
cycle by applying an appropriate approach [7].

First results and discussion

The first step to achieve the main objective was to create a local archive
with Sentinel-1A/B images for the region of Northeastern Bulgaria, consisting of
about 300 SLC images. For mapping deformations in the region of interest
interferometric images at intervals of 4 and 8 months were produced.

The stated time intervals were used, since one of the main factors affecting
the quality of the produced IFIs is the vegetation and for this reason only autumn
and spring scenes were processed. Also most of the landslides activations occur in
the said seasons caused by underground water-level change. Another factor that
should be accounted before producing IFI is the presence of snow — used data are
from days with no snow coverage [8].

In Fig. 3 presented are the displacements found in the IFI produced from
image pair from dates Nov 26", 2014 and Dec 27", 2015. On it the detected
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displacements are colored in purpura and coincide with the landslide regions where
most of the registered landslides are located (Fig. 5).

Fig. 3. Displacements obtained from IFI 26Nov2014-27Dec2015

In Fig. 4 are shown the displacements obtained from the IFI Jan 1%, 2015 —
Dec 21%, 2016. The color of the pixel represents the surface movement in metric
units for the investigated period ranging from dark blue to purpura. Particularly,
vulnerable landslide areas are shown in purpura, less vulnerable in yellow and
green. The landslide activity assessment resulting from this research shows (Fig. 4)
that the subsidence range from —48 mm to —69 mm.

Fig. 4. Ground displacements obtained from the IFI Jan Ist 2015 — Dec 21st 2016
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Fig. 5. Raster heat map based on displacement values at the points
of landslides registered

The area of interest of this study is the one marked by red quadrate in
which the concentration of ground deformations has been observed (Fig. 5). This
area is called "Dalgiya yar" - a landslide circus in which several active landslides
are located. Since their boundaries overlap, it is difficult to differentiate them from
each other. Even for some of the investigated landslides located in this area a
smaller landslide could be delineated inside them. This phenomenon can be seen in
Fig. 6. In this figure the registration codes of every landslide are shown as they
appear in the landslide register maintained by MRDPW and the boundaries of the
separate landslides are shown in different colours.

The landslide "Fara" located between the village of Kranevo and the
touristic resort "Panorama" covers only the low stage of the circus (Fig. 6). This
landslide assigned identification number VAR 02.54145-01-17 in the register of
landslides in the Republic of Bulgaria activated on October 13" 2012, destroying
the lighthouse and villas. The landslides and collapses in this area that activated in
2013 are largely attributed to the human activities that took place in the last

Twenty years mainly the illegal construction, as well as to the fact that the
requirements for civil engineering were not respected. For example, instead of
building small bungalow houses two- and three-storey buildings were erected. In
some of them, swimming pools have been built whose waters flow down the slope
of the landslide. Those flows had very serious impact, as the water from the said
pools flows down the slope where there is no drainage. Water supply network
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accidents often occur there, because landslides that tear water mains slip and, in
turn, water — regardless of its origin (from the water supply system, rains, or pools)
leads to activation and development of landslide and collapse processes.

Fig. 6. ID codes from MRDPW register and the boundaries of the investigated landslides
in the area of "Fara" landslide

In this research, the authors set their attention on a landslide located in the
investigated area — "Dalgiya yar" — “Fara”. This specific object was selected since
only for it data from previous geodetic measurements and geological observations
were made available. This fact made possible the comparison between the in situ
data and data obtained from satellites. For landslide “Fara” two measurement
cycles were carried out in years 2013 and 2018 of a network consisting of 8 points
located on the road I-9 above the landslide. The geodetic data of these points were
obtained from Geozashtita Varna Ltd. According to the Contract Ne RD-02-29-
372/11.11.2013 under the Law on Public Procurement for Execution assigned by
the Ministry of Regional Development to the contractor "Survey Group" Ltd. with
subject "Geodetic survey of landslides between bus stop Fara and bus stop Obzor,
and Kranevo village" (Fig. 7) [9-11].
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Fig. 7. Geodetic network used by Survey Group Ltd.
for determination of displacements along the road (colored in blue)

Ay
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Fig. 8. Points of the new geodynamic network in and around the landslide "Dalgiya yar”

95



For this specific study a geodynamic network covering the landslide area
"Dalgiya yar" — “Fara” (Fig. 8) was established by the authors. It consists of 30
stabilised points with some being metal pipes 35 cm long, while other are metal
bolts nailed in the rock. The GNSS measurements were carried with 2 receivers of
type CHC i80 GNSS with horizontal precision 2.5 mm + 0.1 ppm RMS and
vertical 3.5 mm + 0.4 ppm RMS and 1 receiver - P3E GNSS sensor used for
reference station. The static mode was applied for the GNSS measurements. The
two stations of the permanent GNSS network (Varna, Krushartsy) maintained by
the private company GeoVara Ltd. and located in the non-deformable zone of the
landslide were used as stable points. The newly established geodynamic network
(Fig. 8) located inside the landslide will be measured once a year. In the mentioned
geodynamic network "Dalgiya yar" all old six points that were found on the terrain
from the network used to monitor deformations along the road (blue colored in
Fig. 7 and Fig. 8) are included. The first measurement cycle of the geodynamic
network was carried out on June 19-23, 2019. Thus, it is the third cycle of
measuring the deformations along the road. The results of the GNSS measurements
were processed using "CHC Geomatics Office 2" software in the coordinate system
WGS84. Since the point coordinates from the measurements made in 2013 and in
2018 are in the national geodetic system 1970, K-7, the software "BGSTrans" was
used to transform the points obtained in 2019 into it. This process was done in
order to able to use the data in the next processing.
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Fig. 9. Horizontal displacements for the period 2018-2013
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Fig. 9 illustrates the horizontal displacements of 8 points along the road
I-9. The largest displacements for the area under consideration were found in the
southwest part of the site. The horizontal displacements shown in Table 1 were
obtained from the measurements conducted in years 2013, 2018 and 2019.

Table 1. Horizontal (AD) and vertical (AH) displacements for the periods 2018-2013 and
2019-2018

Point number 2018 -2013 2019 - 2018

old new AD, [m]  AH, [m] AD, [m]  AH, [m]

2008 101 0.607 —0.088 0.085 —0.056
375 102 1.034 —0.465 0.094 -0.072

2002 103 0.648 —0.375 0.148 —-0.054
1004 104 0.242 -0.068 0.105 -0.074

2004 105 0.092 0.019
1005 0.164 -0.038

1003 0.159 0.017

1001 106 0.139 0.054 0.087 -0.037

Horizontal deformations obtained for the period 2013—-2018 along the road
I-9 are in the range from 0.61 to 1.04 m and vertical ones are in the range between -
0.088 up to 0.465 m. It was established that the overall movement of the terrain
located in the southwestern part of the area after a turn of the road I-9 (points 2002,
375, and 2008). The maximum displacements are at the point 375 — horizontal
1.034 m and vertical —0.465 m. In the northern part of the road I-9 (points 1001,
1003, 1004) slight movements of the terrain were obtained that are in the range
from 0.139 m to 0.242 m in the horizontal plane and from 0.05 to —0.07 m in
height.

For the II" period (2018-2019), which is only 10 months long, the
deformations have lower values ranging from 0.085 to —0.148 m in the horizontal
plane and in vertical the maximum is 0.074 m.

The obtained first results of the landslides investigation presented in this
paper can be summarised as follows:

1. Extensive research was performed on the recent activations of
landslides and old and new geodetic data concerning the deformations
were selected;

2. A local image archive of Sentinel-1 satellites was created for the
region of Northeastern Bulgaria;
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3. A set of interferometric images was created at fixed intervals -
monthly, every 4 months, 8 months, a year;

4. Thematic interferometric images used in mapping deformations for
the region of Northern Black Sea coast are generated,

5. The relationship between geodetic and satellite derived
information concerning ongoing landslide processes is confirmed.

Conclusions

On the basis of the obtained results from processing GNSS and SAR data,
it can be concluded that both used data sources lead to similar results (the
registered displacements are in the range of centimeters) and they confirm the
overall behaviour of the landslides under study. The differences between them
could be explained by the large number of external factors affecting SAR data such
as vegetation and temporal decorrelation. When comparing the two methods, it
should also be taken into account that the values of the IFIs elements correspond to
a much larger area (15 x 15 m), while the GNSS refers to point measurements.
Nevertheless, the results of this study are encouraging and the authors will continue
their research on the investigation of the landslide zones using SAR data. Another
factor that supports the usage of IFIs in landslides investigation is that the price and
the man effort are much lower than those necessary for GNSS measurements.
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HPUJIOKEHUE HA TAHHUM OT 'HCC U1 PCA 3A MOHUTOPUHI'
HA CBJIAYHMIIA 110 YEPHOMOPCKOTO KPAHBPAXKHE
HA BBJII'APUSA

M. Amanacosa, X. Huxkonos, K. Bacunesa

Pe3rome

CBlayuOIHUTE MPOLECH CE€ CUMUTAT 332 OCHOBHA 4YacT OT HPUPOJIHUTE
OTMIACHOCTH, BH3HUKBAILM B CEBEPHATa 4acT Ha OBITapCKOTO YEPHOMOPCKO Kpaii-
Opexue. TeXHUAT MOHUTOPUHT MOXE J]a CEe peallu3upa ¢ BUCOKA TOYHOCT, KaTo ce
M3MOJ3BAT JaHHH OT II0aTHy HaBuranuoHHu ciibTHUKOBU cuctemu (I'HCC). Len-
Ta Ha TOBA U3CJICJIBAHE € J]a IPETOCTABH HAJEKIHU PE3YITATH TP MOHUTOPHHT Ha
CBIAYMINHUTE TIporiecH, m3noisBaiiku nanan oT [[HCC u pamgapu ¢hC CHHTE3MpaHa
aneptypa (PCA). Ta me Obae mocTuraara upes3 mpuiaraHe Ha: 1) ch3zmaBaHe Ha
JI0Ka3aHa METOJMKa 3a W3BIMYaHE Ha BHCOKOKauecTBeHa mH(popmanus or PCA
n300paXKeHrsl, HaCOYeHa KbM HEMPEKbCHAT MOHUTOPHHI HA CBIAYMILHHUTE 30HHU,
uHTerpupamm narepdepomerprnann uzodpaxkenus (MOU) u nanan or THCC, u 2)
ch3laBaHe Ha padoTel] MPOTOTHUIl Ha MHPOPMALIMOHHA CHCTEMa 3a HaOJIIoIeHHE U
MpenoTBpaTsBaHe Ha eeKTHTE OT ABIKCHHETO Ha 3eMHara Kopa (CBiauuiia,
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nponajanus u Jap.) Oa3upaHa Ha CBOOOJHO JOCTBHITHH JAaHHU MPEIOCTABCHU OT
EKA v HanuoHamHW W3TOYHUIM. EnHA OT Hay4yHHMTE 3aJlaud, KOUTO TpsOBa 1a
OBJaT pEIIeHU BKIIOYBA pa3pa0OTBAaHETO HA METOJOJOTHYHMA TIOAXOIH 3a
CpaBHEHHE Ha pe3yiTaTuTe OT KOMOWHUpaHa o0paboTka Ha WHTEp(epoMeTpHIHI
n3oopaxenus ot PCA, u3mepBanus oT HallMoHaNHaTa Mpexa nepmadenTau THCC
cTaHIMM Ha HaruoHanmHHs WHCTUTYT O TeodH3HKa, reoje3us W reorpadus,
HaAMHpAI¥ Ce B W3CJICABAHUS PAalOH, KAKTO M TEOJE3UYCCKU W3MEpBaHHS Ha
HOBOCH3/Ia/IcHa TECTO-Ba reOJJMHAMUYHA MPEXa, 00XBallalla KOHKPETHa 30Ha 110
CeBepHoTo UepHoMopHe Ha bhirapus, B KOSITO ca MPOSBEHU aKTUBHU CBIIAYUIITHH
MPOIIECH.
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Abstract

This article represents a showcase of two coding approaches with GAMMA, used to
calculate topographic and differential phases from high resolution TanDEM-X bistatic data, provided
by DLR. The first implementation approach comprises “BASH” scripting in Linux environment,
having direct control of the GAMMA executables. The second approach is the utilisation of the
PyroSAR framework, via GAMMA-API, in Python environment. Two spatial resolution scales are
used — of 4 and 12 metres, to test the feasibility of TanDEM-X InSAR output products in mountainous
forests in the rugged region. The first approach allowed thorough processing with abundant GAMMA
output, whereas the high scale PyroSAR framework via GAMMA-API showed a fast implementation.
Comparison over 4 and 12m spatial resolution products showed good feasibility with strong influence
from topography. Intense multi-looking resolved better connection of coherence amplitude to the
volume decorrelation in canopy, despite preserving high resolution reveals plenty of details in land
cover. The differential height calculation, without phase unwrapping, showed its significance in data
processing over mountainous regions. Intensities normalisation and terrain flattening showed good
performance in both resolution scales. Finally, utilisation of GAMMA in InSAR processing of high
resolution TanDEM-X bistatic SAR data showed good feasibility and flexibility to derive
interferometric products.

Introduction

Applying SAR Interferometry is promising in survey natural environment
and has been widely assessed in scientific studies, pointing out Earth crust
deformation after hazards, derivation of DEMs in various areas, studying forest
canopy in respect to different environmental conditions [1, 2] Recent years,
considering forestry domain, plausible results in respect to the microwave band are
provided from the Japanese L-band system ALOS PALSAR for assessing forest
biomass and canopy height via POLinSAR modeling [3, 4]; via InSAR coherence
on large scale boreal forest [5]; providing time series acquisitions to estimate large
scale mapping of growing stocks either via L-band [6] or via C-band by ESA
ENVISAT [7]; and the DLR’s X-band bi-satellite system TanDEM-X, which
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overcomes the limitation of the temporal decorrelation, where the bistatic
coherence is directly linked with the forest biomass [8, 9]. Also, this allows forest
modelling using POLinSAR-scattering models, via model inversion with two
baselines [10]. Considering SAR remote sensing software, various graphical based
products, both freeware and commercial, have been developed in recent years —
such as ESA SNAP, ENVI SARScape©, ERDAS Radar Ortho Suite©, and PCI
Geomatics SAR polarimetry workstation©. In those software products, various
InSAR processing workflows are implemented, comprising - direct calculation of
DEM, Coherence change detection, or particular DInSAR workflows, providing
more or less ease of use. Aiming at the SAR data and systems, the desired results
from interferometric processing via provided tool-boxes, are not always as accurate
as are needed. An example from the practice is the impossibility to adjust the
particular intermediate parameter during processing, to react more adequate to the
physical and environmental conditions of the observed area. In the sake of that, in
particular to remote sensing studies useful approach could be provided by software
GAMMAGQ®, developed by Swiss Company “GAMMA Remote Sensing and
Research AG”, and available in Friedrich-Schiller-Universitat-JENA, Institut fiir
Geographie, Lehrstuhl fiir Fernerkundung. Coding with GAMMA offers
professional attitude to the SAR processing tasks, where executable binaries from
supported toolbox could be implemented in Linux-shell environment (BASH), or
embedded in Python code.

This study demonstrates the use of GAMMA software for InSAR
processing according to the use of two different method approaches. This
constitutes of practical utilization of GAMMA using InSAR technology on
provided SAR data from TanDEM-X, implemented in shell BASH scripts and
open-source Python framework PyroSAR. Motivation is to utilise both software
implementation and to test for the first time before the Bulgarian scientific
community the interferometric processing of high resolution TanDEM-X bistatic
data.

The general task is to derive the topographic and differential phases from
bistatic X-band SAR data from TanDEM-X over mountainous forest in Bulgaria,
along the presence of topography and different types of land cover. Therefore,
following tasks are formulated in this study:

Elaboration of optimal implementation chains using GAMMA software
package, for interferometric processing of TanDEM-X data,
Clarification of the InSAR workflow via specific implementation chains,
- Utilize PyroSAR framework, especially the GAMMA-API, in TanDEM-X
bistatic data processing
Calculate terrain flattened intensities by elimination of topography [11];
Calculate bistatic Coherence from TanDEM-X data;
Calculate Topographic phase, with high spatial resolution;
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- Calculate Differential phase, related to relevant phase center height from the
referent DEM.

Data and study area

According to formulated aims and tasks the high resolution data from
German satellite system — TanDEM-X provided by German Space Agency (DLR)
was used in this study. Milestone is that provided SAR data are bistatic -
simultaneous acquisition, thus resulting elimination of the temporal decorrelation
from InSAR pair. In the contribution to the scope of the study, high resolution with
unprecedented accuracy Digital Elevation Model (DEM) from TanDEM-X -
“TanDEM-X DEM12” was used, provided by DLR.

SAR data

TanDEM-X bi-satellite system

The primary objective of TanDEM-X mission is to map terrain topography
by generating a digital elevation model (DEM) on a global scale, with
unprecedented accuracy employing bistatic acquisitions [12]. This is achieved by a
couple of twin satellites — TerraSAR-X and TanDEM-X flying in a Sun-
synchronous orbit in close formation, with varying baseline separation in between.
A key feature of TanDEM-X is the bistatic acquisition that employs to eliminate
the temporal decorrelation factor from interferometric coherence. Operational
modes of acquisition that are currently operated by TanDEM-X bistatic system, are
- bistatic, monostatic and alternating bistatic, which comes in combination with
imaging modes of — ScanSAR, Stripmap and Spotlight with respect to resolution.

Used TanDEM-X bistatic SAR data

A single-pol TanDEM-X SAR dataset over the test site — TS21, provided
by DLR in terms of CoSSC data proposal, was used to test outlined methodology.
The operating mode is Alternating Bistatic, which constitutes two bistatic
acquisitions — ‘ALT1’ and ‘ALT2’, and one pursuit monostatic acquisition —
‘MONO?’, packed in three separate dims-catalogs; it is spring acquisition, with
specifications as follows:

Table 1. Specifications of the TanDEM-X SAR data acquisition

AOI TS21 Average Coherence 0.7506
Product TDMI1 COS_SM Along-track Baseline (I) [m] -184.9802
Orbit DESCENDING Effective Baseline (1) [m] 150.9871
Date & time 2018-05-02, T04:36 Ambiguity height [m] 48.3917
Acquisition Alternating Bistatic Incidence Angle [deg] 39.2733
Polarisation HHHH Range pixel spacing [m] 1.3641
?gﬁg] freg. SR, SRS Azimuth pixel spacing [m] 2.4277
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Each dataset is compiled in tar archive as a dims-catalog, with structure as
follows:

o The first level — compulsory hierarchical tree with common supporting data
of the bistatic acquisition, with the two acquisitions from TerraSAR-
X/TanDEM-X satellites, where in bistatic configuration first is transmitting
(BTX1) and the second one is receiving only (BRX2).

o Second level — tree structure of the particular satellite’s measurement, where:

=  Annotation xml-files with various measurement metadata,
=  Various auxiliary raster of previews for GoogleEarth,

» Measurements as a COS-file, with respect to polarisation,
* Various preview raster and other supporting information.

Table 2. Structure levels of the DIMS-catalog, with compiled TanDEM-X data

The first level structure

dims_op_oc_dfd2 xxx TDM1 _SAR__COS ALT1 S [ COMMON ANNOTATION
M_S SRA 20180502T043648 COMMON AUXRASTER
(TDM.SAR.COSSC) _20180502T043651 COMMON_IMAGEDATA

(spc.number) COMMON_PREVIEW

TDXI SAR_SSC BRX2 S
M_S_SRA 20180502T043648
20180502T043651

TSX1 _SAR__SSC BTX1 SM
S SRA 20180502T043648

20180502T043651
Second level structure:
TDX1 SAR SSC BRX2 S ANNOTATION * xml
M_S SRA 20180502T043648 | AUXRASTER * tif, *tif kml
_20180502T043651 IMAGEDATA IMAGE HH_SRA_stripFar 0
13.cos
PREVIEW * tif
SUPPORT * xsd

Both acquisitions from TerraSAR-X/TanDEM-X during pre-processing in
DLR are precisely co-registered in slant-range geometry, thus formulating the
CoSSC data format. Each acquisition is structured in a binary file in COSAR file
format, formulated as 32-bit floating point Big-Endian data, organised in row order
starting from the first to the last one. Relative to orbit the acquired image are
normally flipped on North-South or East-West direction. A raw overview of the
interferometric pair is also provided from the TanDEM-X pre-processor at DLR,
including — intensity, coherence and interferometric phase along the scene, as
shown on Fig. 1.
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Fig. 1. Provided quick-look images of the interferometric pair of the bistatic acquisition,
from TanDEM-X; ©DLR
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DEM data
High resolution “TanDEM-X World DEM12” reference DEM product

The TanDEM-X World DEM12© was elaborated according to conducted
from DLR World DEM campaign, from 2010 to 2014, using a particular set of
parameters with respect to topography and land cover [12, 13]. It is acquired in the
bistatic InSAR stripmap operational acquisition mode in single - HH polarisation.
During whole four global acquisitions trade-off in values of ambiguity height and
therefore effective baseline is made, map with sufficient accuracy for whole types
of topography on earth. Most acquisitions with varying ambiguity heights and
combination of ascending / descending nodes are over mountainous areas and
tropical forests, held in the last global acquisitions. The final DEM product
achieves absolute vertical accuracy of less than 10 [m] for 90% of the Earth’s
surface, and relative vertical accuracy less than 2 [m] for 10% of the Earth’s
surface (HRTI-3 DEM definition) [14].

Used “TanDEM-X DEM12” data

The innovative high accuracy TanDEM-X DEM12 product was used as a
reference DEM, in the scope of a DLR’s DEM-proposal, provided from the
German Space Agency (DLR) in support to the study with the delivered TanDEM-
X bistatic data. An example is shown below of the DEM tile over North-West
Bulgaria over mountain massif of “Stara Planina”. Each tile constitutes at least —
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35 TanDEM-X acquisitions, with ascending/descending orbits, with a spatial
resolution of 0.4 [arcsec] — or c.a. 12 m in UTM projection, shown in Fig. 2.

T=rnlEM-XE Digital Elevation Model Tau by 19 17:08:31 T ; -
- B. -
= Ea P
s - T

Fig. 2. Tile of the TanDEM-X DEM12 Product (A), height error map (B) and coherence thresholds,
showing inconsistencies (C) — preview of provided DEM tile, located in NW Bulgaria over Test sites —
20/21/22, in SFE “Chuprene”, SFE “Mijur” and SFE “Govezhda” respectively. Source — ©DLR

Study area

The selected test site is part from the PhD study of the author, with index —
TS21 “Chuprene”. The test site is located in the Bulgarian mountainous temperate
forests in North-West part of “Stara Planina” mountain massif, bounded to the
national border with Serbia on South.
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Fig. 3. The TS21 at SFE “Chuprene”; disturbed forest species with representative statistic.
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The test site is specifically selected to offer various environmental
conditions, which comprise hilly and rugged terrain with strong topography and
forest diversity - in the aspect of density and type. Also, the test site includes
disturbed forest area with different percentages of damages on forest (from 20 up
to 100%), caused by severe Icethrow natural disaster happened at the end of 2014.
Deciduous forests are the main forest type, where main species diversity is
presented by Winter Oak, Beck, Carpinus and other, showed on figure-3 (see,
statistics chart).

Meteo-situation:

The meteorological condition at the time of acquisition is showing shows
clear calm weather, with low winds; previous precipitation, relative humidity ab.
80% representing the mean value on vertical stratification; mean temperatures in
the early morning was ab. 15 °C. That highlights almost perfect weather
conditions.

Methods

Package based software GAMMA® is collection of programs for
interferometric and differential-interferometric processing, with a high scale of
output products, such as DEM or displacement maps [15, 16]. In that study,
following GAMMA modules are concerned — the Interferometry, Differential
Interferometry and Geocoding (ISP / DIFF & GEO) modules, Land Application
Tools (LAT) module and Display (DISP) module. Modularity architecture of the
software allows building of complex processing workflows, and accurate tracking
of processing steps and debugging. The GAMMA release from 2018 was available
at the Uni-Jena’s cluster; release supports bistatic InNSAR processing needed for
TanDEM-X bistatic, and programme tools for proper import of digital elevation
models (DEM) in GAMMA format. In particular, for accessing GAMMA
executables, it was considered to develop two implementation lines with different
method approaches. Both implementation lines use the same GAMMA executable
tools. Therefore, the calculation of the components from the interferometric phase
via both approach results in the same output. In spite, the methodology intends to
test calculation of the phase components separately, along both implementation
lines.

The first approach comprises the implementation of the GAMMA
executables in Bourne Shell Linux environment (BASH), as a set of shell scripts.
Primal aim here is to calculate the Topographic phase component derived from
interferometric measurement. Considered benefits from using this approach are
related to: flexibility related to environmental variables in shell-scripts, with the
direct output in terminal from processing GAMMA executables, useful in error
tracking.
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The second approach comprises the implementation of GAMMA
functionality, using GAMMA - APl in PyroSAR, which is a Python-based
framework, developed by MSc John Truckenbrodt, at Friedrich-Schiller-
Inoversitdt-JENA, Lehrstuhl fiir Fernerkundung. It is open source software
framework for large-scale SAR based satellite data processing, with extensive
functional capabilities [17]. The primary aim pursued in that approach is
calculation of the Differential phase component, which allows the differential
height between referent DEM and SAR measurement to be derived. Considered
benefits from using this approach via PyroSAR GAMMA-API are related to: fast
implementation in terms of object-oriented Python environment and fast access to
image specifications in metadata. The idea of the both line approaches is illustrated
in Fig. 4A, down below.

Processing with GAMMA

Whole processing flow is conducted via two implementation lines, as
mentioned above, to test different approaches in accessing GAMMA package to
process SAR data, illustrated in Fig. 4A. Both implementation lines include method
approaches via BASH shell scripts, and via Python scripts using PyroSAR
GAMMA-API. A wide range of scripts has been developed by the author in
Linux/Shell environment and Python 2.7, according to the scope of the two
implementation lines. Coding aims to automate the processing chain with
GAMMA binaries. The processing flow begins with data import of the TanDEM-X
bistatic SAR data in GAMMA format. Afterwards, both implementations include
initial and advanced data processing using InSAR-advanced techniques. Output
products from both lines are scaled into 4 m and 12 m pixel spacing.

1. Data import in GAMMA

On the first instance — first level processing, the raw TanDEM-X CoSSC
bistatic data are imported into GAMMA file format; it consists of two files, where:

o The binary file, which contains the COSAR — 32-bit floating point Big-
Endian complex image data (FCOMPLEX), organised in row order starting
from the first to the last one;

e ASCIlI parametric files (PAR) providing general CoSSC product
annotation, such as sensor type, date, range samples and azimuth lines,
range and azimuth pixel spacing in metres, incidence angle image center
(ellipsoid), and Orbit State Vectors (OSV), and other.

Data import is performed using PyroSAR, GAMMA-APIL. On the first
instance function — finder() is used to retrieve desired TDX - datasets. Afterwards,
datasets are identified and imported as PyroSAR objects, where function —
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convert2gammal() is used to import the datasets in GAMMA format; scheme is
drawn on Fig. 4B.

Afterwards, the reference DEM is imported in GAMMA. Non-additional
correction is preliminary needed for the TanDEM-X DEM12, in terms of vertical
datum (WGS84) or axis offsets (which is not the case with SRTM for instance);
thus, the input GeoTIFF is directly imported in GAMMA. The delivered output is a
32-bit floating point binary file, and annotation constituted in a PAR-file giving
information for the — lines/rows, datum, offsets, data format (e.g. REAL), and
posting a resolution on latitude/longitude; the DEM-projection is according to the
assumption in GAMMA — EQA coordinates [18].

Initial Initial — g
processing pracessing E E,
[=]
J’ J’ 2 'g
E
INSAR proc. INSAR proc. _ g
of Topo-Phase of Dif-Phase

QOutput products, on
4m and 12m resolution
Fig. 4-A: (left) Basic scheme of the two-lines implementation, first via BASH scripting, and second

via PyroSAR GAMMA-API in Python. 4-B: (vight) Import of TanDEM-X datasets in GAMMA format,
with PyroSAR/PyroSAR GAMMA API.

2. Initial processing

Initial processing workflow is executed prior to interferometric processing
of SAR data. It aims pre-processing of imported bistatic SLC’s for
transmit/receive, in particular, as follows:

Calculate Offset — In the proposed processing chain offsets are calculated
in purpose of the accuracy testing of the co-registration. This step generates a
polynomial of offsets on range (Rg) and azimuth (Az), showed extreme accuracy
with error of less than 1/10™ of a pixel.

Resample Slave on Master geometry — Considering the bistatic acquisitions
this resampling could be omitted. Besides, resampling is performed as assurance
against possible inaccuracies (e.g. presence of rugged terrain).
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Calculate multi-look factors, with respect to target resolution — Multi-look
factors are calculated in a separately coded function, according to target-resolution,
incidence angle, and Rg/Az pixel spacing in particular TanDEM-X imagery.
Varieties of target-resolution values with ML-factors are tested to produce
balanced solution of pixel spacing on Rg and Az. In target-resolution of 4 m
corresponding to ML-factors of 2, resulted in ground range pixel spacing on Rg =
3.864 m, and on Az = 4.794 m, where Rg-Az — delta = —0.930 m. This is close to
the critical delta difference, where higher values were found to introduce
problematic geocoding. A good solution is derived aiming target-resolution of
12 m, where derived ML-factors are giving:

Rg=11.988 m, and on Az = 11.581 m, with the delta = 0.406 m.

Multi-Looking — Higher multi-looking is better to reduce multiplicative
speckle noise which bias the InSAR measurements, with respect to resolution.
Multi-looking is performed according to the calculated ML-factors and the target-
resolution. The produced outputs are the Multi-Looked Intensities (MLI).

Calculate Over-Sampling Factors for LUT — Over-sampling factors (OSF)
are used as scaling factors for the DEM-pixels, in the sake of resampling them to a
size of resolution cell in SAR image. The postings on LAT/LON provided in the
DEM-PAR file are used.

Calculation of LUT, refinement (optional) — The generation of Look-up
table is essential for geocoding process, and it is generated with the provided DEM
and OSV of SAR (in PAR file), along the calculated OSF. The necessary
refinement of the LUT as an optional step is done in the first-line implementation
via BASH.

Resample DEM to Range-Doppler Coordinates (RDC) — In this step, the
transformation of the corresponding AOI from the DEM, from map to radar
geometry (RDC) is performed, using LUT.

Radiometric calibration — Both MLI are radiometric calibrated to sigma-
nought (), which express radar-cross section for each pixel, physically measured
in dB, derived from the geometry of the acquisition held in OSV in PAR file. In
purpose of normalisation, the ellipsoid-based pixel reference area in ground range
is outputted.

Normalization and Terrain Flattening — The final step comprises the
normalisation of radar cross-section (y”), and compensation of the local topography
based on method by David Small [11]. After the calculation of pixel-scattering area
- representing the backscattered energy from the ground with respect to local
topography, the actual Normalisation and Terrain-flattening are calculated, whilst
perform eliminating the effect of topography. Terrain-flattening enhance the
analysis based on intensities. For this purpose, the layover, shadow and incidence
angle maps are used. Please, refer to Figures-5 and 6, down below.
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Implementation via BASH — The first line implementation of the initial
workflow is performed via BASH scripts, including whole steps above. The direct
scripting approach here allowed LUT-refinement — to overcome spatial
misalignment, because of problems found after geocoding. An important step in
BASH scripting during Multi-Look was storing the sizes of the MLI images as
BASH variables, needed further in processing. The workflow is presented on
following Fig. 5:

INITIAL WORKFLOW
Co-registration

- Initial param. [ Caorrelate ]—b{Commtecﬁsels}

| Generate polynomial on Rg & Az |

Firstline implementration /BASH/

_’j GAMMA REMOTE SENSING

Radiometric
Calibration

2 DN SOl
( UNIVERSITAT
WV JENA

Ziatomir Dimitrav,

Erasmus+,2019

‘ Quelle: Geod10 &
Pixel scattering scripts, Lehrstuhl
—> Fernerkundung,
area calculation ‘ ot
0OSF
kAT
)
Normalized
Normalization g
Create LUT > Refine LUT Ham 3 terrain
LUT T flattened
‘errain flattening intensity

Fig. 5. Initial workflow at first line implementation constituted as Linux BASH scripts, which control
directly GAMMA software binaries. Content — reddish inputs: TDX products; - yellow inputs:
resampled slave over master / MLI or CMLI / DEM in SAR geometry, - yellow diamond:
functions; - yellow triangles: intermediate parameters, - greyish triangles: input BASH
variables, yellowish rectangles: processing steps; light yellow — complex processing steps, rose
objects: outputs from processing in 4 or 12 m resolution scale.

Implementation via PyroSAR GAMMA-API:

The second line implementation of the initial workflow is performed via
Python scripts accessing GAMMA-API in PyroSAR and additional functions
available in the framework.

It differs from the first line implementation, where LUT refinement is
excluded, due to unavailability within GAMMA-API. Workflow is compact and
performed faster, than the first one; object-oriented Python environment allowed
easy transition of the input/output function parameters and access to GAMMA-
API. Easy access to SAR imagery metadata was provided by ISPar class in
PyroSAR. Also, coding of workflow was facilitated by the build-in functions in
Python. Nonetheless, the general negative issue was found, resulting in the
misalignment of the geocoded output products, due to possible lack of LUT
refinement. Please, refer to Fig. 6.
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Fig. 6. Initial processing at the second implementation line constituted as Python scripts using
PyroSAR GAMMA-API, which creates access to GAMMA executable binaries. Content: - bluish
rectangles: GAMMA API/PyroSAR functions; - yellowish diamonds: Module functions, - light
yellowish rectangles: processing steps *in dashed contour - details provided, - yellowish trapezoid:
function output as a Python object; - rose objects: outputs.

3. InSAR Processing

Interferometric processing of the CoSSC bistatic pair derives the
Interferometric phase components - topographic and differential phases, where
height products along radar beam to be calculated. Approaches in GAMMA for
baseline, coherence and phase-to-height calculations are similar, but rather
different in the scope of interferometric calculations. On the other side,
interferometric workflows in both implementation lines also differ each other.
Therefore, workflows are presented separately according to both implementation
lines.

InSAR processing of Topographic phase — implementation via BASH:
For the Topographic phase InSAR processing several BASH scripts were
developed, constituted of:

Raw-Interferogram calculation — In this step, interfering with the bistatic pair
(CoSSC) is performed using Master and resampled Slave, using OSV, offsets, and
multi-look factors on Rg and Az. The raw Interferogram is strongly modulated by
the range-dependent fringes - Flat-earth phase component from the interferometric
phase. Results are displayed from GAMMA using MLI overlay.
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Baseline estimation — For Baseline calculation two methods are used — by
using OSV (less accurate), and based on the fringe-frequency method (FFT) from
the raw Interferogram (more accurate). Both are compared.

Interferogram flattening — Removal of the Flat-earth phase component is
performed, using OSV and baseline, where the range-dependent fringes are
removed. Results analysis showed a strong modulation, apparent over flat areas.

Coherence estimation — The interferometric correlation is systematically
high, due to the bistatic scenario acquisition, whereas main decorrelation in behind
is presented by the volumetric decorrelation. This is so, due to the baseline
decorrelation, resulting from the different location of the active phase centers,
within the resolution cell. Coherence is calculated using adaptive approach and
fixed window of max 9 pixels.

Adaptive filtering — Adaptive filtering of the complex Interferogram is
performed, in order to filter out the presence of speckle noise. Results analysis
showed well performance, with reduced phase noise also.

Phase unwrapping — Phase unwrapping is performed on three steps,
solving ambiguities of discrete distribution of the phase, ranging within the interval
[0, 2m]. Firstly, areas with low coherence are masked out — those are mountainous
terrain AND areas with a high value of biomass. As observed over the test site, due
to geometric distortions, such areas are very common. Secondly, the minimum-
cost-flow approach is applied over the filtered complex Interferogram, using
triangular-mesh method in GAMMA, by provided validity mask. Finally, the 2D-
filtering is executed to fill the rest small gaps.

Phase-to-Height — To estimate the height from the unwrapped
Interferometric phase, two essential steps are performed in advance: Improving the
baseline using ground control points, and inversion of the phase-to-height. Due to
high scale reference DEM precise GCPs in terms of location and height are
available, allowing the extraction of those GCPs from the reference TanDEM-X
DEM. Afterwards, improving the Baseline is performed firstly by providing the
unwrapped interferogram, and secondly, by providing GCPs and Baseline. The
conversion of the unwrapped phase-to-height is finally performed considering
geometry along radar beam, which outputs the height map in metres.

Geocoding & export to GeoTIFF — Final steps from InSAR workflow are
geocoding and exporting results to GeoTIFFs. Three general outputs are considered
to be finally geocoded and exported — Multi-Looked-Intensities (MLI) of master
TDX image, Coherence, and Height map from the topographic phase — high
resolution DEM.

Important moment in geocoding concerns LUT accuracy used to transfer as
accurately as possible the Range-Doppler Coordinates to Map-geometry. In
proposed processing the geodetic world coordinate system (EPSG:4326) with
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vertical datum WGS 84 is used, stored in 24-bit GeoTIFF files. Whole datasets are
displayed and overlaid in GIS software examined for consistency after InNSAR
processing. Please, refer to Fig. 7, as follows.
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Fig. 7. InSAR-workflow at first line implementation constituted as Linux BASH scripts. Content —
reddish/vellow inputs: TDX products/Calibrated MLI / DEM in SAR geometry, Low coherence
mask, Coherence, Filtered coherence, Filtered Interferogram etc.; - yellow triangles:
intermediate parameters;, - greyish triangles: input BASH variables, MLI-width/height;
yellowish rectangles: processing steps; light yellow — complex processing steps, magenta
objects: final outputs from InSAR processing in 4 or 12 m resolution scale in GeoTIFF. White
circles represent intermediate display via DISP-GAMMA module, from X-server in Linux
environment.
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InSAR Processing of Differential Phase - implementation via PyroSAR
GAMMA-API

The purpose for calculation of Differential phase originally derives
differential height, which could be linked directly with the canopy height, in case
of the bistatic data acquisitions from TanDEM-X [19]. The main idea of this
approach considers existence of LIDAR DTM, from which the ground phase to be
simulated and then subtracted from the interferometric phase. Thus, calculated
differential height is directly related to the forest canopy height, determined by
uncertainties of the acquisition!

Despite the differential phase calculation, the second objective in this
implementation line considers the powerful GAMMA-API from PyroSAR
framework to be tested and utilised for TanDEM-X interferometric processing.
Therefore, a project in a Python environment was developed, including one main
script with a module, where embedding the PyroSAR GAMMA-API
functionalities. The, SAR imagery and supporting data are Python objects, thus
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allowing marvellous flexibility considering processing, manipulation and accessing
metadata parameters. The InSAR processing in the second line implementation
includes some of the processing steps already described in the above, but includes
the following steps:

Baseline estimation — estimation differs here, based only on the FFT
method;

Calculate InSAR parameters — A special function in Python was
developed, where to calculate the specific parameters relevant to the InSAR pair -
ambiguity height (HOA [m]) and vertical wave number (kz [rad/m]);

Calculate raw interferogram — Intentionally for reference purposes and
analysis;

Simulate unwrapped InSAR phase — High-scale unwrapped phase
simulated from the reference TanDEM-X DEM, to be used in the calculation of the
differential interferogram from TanDEM-X bistatic acquisition;

Calculate differential interferogram — The unwrapped differential
interferogram is directly calculated in GAMMA functionality via GAMMA-APIL,
using simulated unwrapped phase. Thus, differential interferogram is representable
to differences between the vertical position of the phase centers and height from
the reference TanDEM-X DEM. It also includes atmospheric components and
phase noise — a matter of further filtering.

Coherence estimation and adaptive filtering, Phase-to-Height, Geocoding
& export to GeoTIFF — Coherence estimation, adaptive filtering, conversion of
phase to height along the radar beam and geocode and export is the same as stated
in the first line, but here coding is facilitated by the ease of object orientated
Python coding and benefits from the GAMMA-APIL Results are successfully
exported to Geo-Tiffs. Please, refer to Fig. 8, as follows.
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Fig. 8. Interferometric workflow of the Differential-Phase calculation with PyroSAR GAMMA-API,
where: bright yellow boxes— processing steps *in dashed contour - details provided, yellow
diamonds (borders) — functions of main script/module in Python environment; blue box —
reference to PyroSAR GAMMA-API / other functions; yellow diamonds (grey border) — set of
Module script functions, grey rectangles - output/input variables from/to functions, red inputs
— input TDX/TSX CoSSC in GAMMA;, white ellipse — display functionality via GAMMA display
tools within Python, - yellowish boxes: function output as a Python object; - Magenta
rhomboid: outputs geocoded products in GeoTIFF.

Results and analysis

Calculated output products have been processed in two scale of spatial
resolution — 4 m and 12 m. The first spatial resolution scale is determined from the
desire for high resolution InSAR products from TanDEM-X, whilst second one is
especially considered to have an overlapping of the resolution cells, between MLI
and the reference DEM from TanDEM-X. It is intentionally for differential phase
analysis. During processing monitoring of intermediate results is performed in the
first line implementation by providing graphical output in BASH via GAMMA, by
the display tools, such as - dishgt, dis2hgt, dis2rmg, dis2mph, etc., for educational
and developing purposes, and for adjusting the variety of additional input
parameters.

Thus, the GAMMA output consists of the following dataset — Coherence,
Filtered Coherence with ADF, Differential-Height (pseudo Canopy Height Model -
CHM) calculated from Differential phase, Differntial-phase, Topographic-Height
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(DEM), Normalized & terrain-flattened Intensity and Averaged Intensity between
Master and Slave.

Analysis on output products with resolution scale of — 4 [m]

Coherence — Both interferometric coherence amplitudes are showing
strong dependency from the topography, where areas with geometric distortions,
coherence is low, nonetheless filtering is applied. Also, the relative dependency
from volumetric decorrelation is also present, thus showing forest areas.

Topographic Height — Comparing the results from the calculated Topo-
phase, shows conformity along the TanDEM-X DEM, where the observed
differences could be mainly related to errors in phase unwrapping, and differences
in heights of the phase centers. Here, must be aware, that the TanDEM-X DEM is
exclusively advanced product with very high accuracy, comprising more than 38-
acquisitions in a point of Earth. This is a result of covering various seasonality and
meteorological conditions over the canopy, different HOA, different orbit and look
angles, thus so to cope with the complicity of processes of the backscatter from
natural targets. It should be noted, that the reference height from the DEM from
TanDEM-X data is closer to the canopy height, than the reference DEM.

Differential Height — The output product of Differential height held within
the second implementation line via PyroSAR GAMMA-API, is not representative
of CHM due to no ground phase is known, but rather some mean reference canopy
height is used as the reference ground phase; thus, this product is much to support
the analysis on the canopy, and to tell what is the difference between referent DEM
and the height of the TanDEM-X scattering phase centers from particular
acquisition. Moreover, phase unwrapping is obeyed, because of the proposed
assumption in the literature [20], aiming to improve accuracy over mountainous
areas. Values of the Differential height are showing inconsistency with the canopy
height, rather, as already stated a measure of differences. Most negative values
reside in areas where the interferometric phase is noisy and coherence is low — e.g.,
geometric distortions. Nonetheless, resulted product shows conformity with the
type of canopy, where differential height is homogenous non-forest areas, and
rather heterogeneous over forest areas.

Normalised and Terrain Flattened Intensity — Terrain flattened and
normalised intensity fosters amplitude analysis in the rugged terrain. Topography
influence is almost eliminated, were intensity values stayed almost invariant to the
slope orientation along the radar beam. As expected, a drop in backscatter is
observed over forest areas. Contrary, high backscatter is observed over some bare
fields and of course over urban areas (e.g. houses in Chuprene).

Averaged de-Speckled Intensity — The averaged intensity with applied
Frost-speckle filter with a window of 7 x 7 showed good elimination of speckle,
and allowed consistent amplitude analysis. Radar shadows frustrate analysis, but
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represents the real influence of the mountainous terrain. The GAMMA output
product set is presented as follows:

Table 2. Output products from GAMMA (both implementation lines), with a spatial
resolution of 4 m

Output products from both |mplementat|on Imes with - 4 [m] resolutlon cell

A) Coherence
Values € (0. 177 =0. 929)

D) Flltered Coherence with ADF
values € (0.134 = 0.976 )

N o
B

B) Differential-Height E) Topographic-Height
values € (-27.125 = 11.379) [m] Values € (421 958 = 1726.19) [m]

(O)] Normahzed and Terram flattened F) Averaged de- Speckled Inten51ty
Intensity values € (-16.601 = -2.438) [dB]
values € (-20.816 = -3.127) [dB]
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Analysis on products with resolution scale — 12 [m]

The output products are showing almost the same dependencies, as stated
above, with small differences with respect to spatial resolution and phase
unwrapping for differential height. Coherence amplitude shows better relation to
the volumetric decorrelation over canopy. Geometric distortions are almost masked
out with homogenous low values. Agricultural areas are well distinguished, also
man-made objects. Analysis of the Differential height shows relative improvement
with respect to the 4 m — product. Sensitivity to forest areas is better, with a smaller
range of values showing better consistency with the assumption this to be measure
for differences between reference height and height of the phase centers, which
could be related to problems in forest areas — such as forest disturbances. In spite,
at the 12 m — products discrete values showing phase jumps are observed, because
phase unwrapping is omitted.

Table 3. Output products from GAMMA (second implementation line), with a spatial
resolution of 12 [m]

Output products from secondonly implementation line, with - 12 [m] resolution cell

S i Vit -

G) Coherence I) Differential-Height
Value € (0.158 =0.893) values € (-19.113 = 12.672) [m]

istogran for Nermntensity, 12m

Hislogram fo Coteence, tm

[ noomow o A e b o
o e 3]

Hist. of Coherence,12m  Hist. of Intensity,12m

Histogram for Dift aight. 12m

H) Normalized and Terrain flattened
Intensity o
values € (-16.476= - -4.449) [dB] Hist.of Diff.Height,12m
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Discussion

Distinctly, most advantage of GAMMA software package is that it offers
various functionalities giving possibility to produce different components of the
Interferometric phase. Nonetheless, small discussion is useful to be made
considering frustration and difficulties on both implementation approaches. Main
difficulties at first approach (first implementation line), are related to the enormous
parameters that should be passed to the GAMMA executables. This expects
punctuality and precision during coding; in spite, freedom to any functional needs
is available. Considering second approach (second implementation line),
difficulties are much reduced, with respect to the benefits from object-oriented
nature of the PyroSAR framework, that resides in Python environment. The only
minus here is that customisation of functionality needs coding, which puts
inspiration to further contribute to this useful framework, where to expand its
functionality.

During the utilisation of the TanDEM-X bistatic data over mountainous
forest areas, analysis in GIS environment of the output interferometric products
showed particular inaccuracies in respect of terrain slope and the type of land
cover. There are two main reasons, why products derived from topo- and diff-
phases from this processing flow were not completely accurate. First — considering
topographic phase, data acquisitions in X-band are preliminary backscattered from
smaller objects comparable to the wavelength, thus resulting in backscatter from
the top of the forest canopy. This obliges filtering after phase unwrapping, because
of increased error probability density. Second — considering the differential phase,
concerns the available reference TanDEM-X DEM12, which is influenced by the
canopy height due to the property of short microwaves (e.g. X-band) , which
saturates in the higher biomass, thus extinction is higher and therefore it does not
represent the ground phase. Moreover, the bistatic acquisitions are showing big
sensitivity to geometric distortions in rugged terrain, thus those areas are ambitious
to be interpreted.

It is considered further development of this study in case of available
LiDAR reference acquisition providing the ground phase, or the topography of the
forest floor (e.g. DTM). Thus, the differential phase method approach (second
implementation line) could derive the realistic canopy height based on differential
phase, which is truthfully utilization of differential SAR interferometry based on
X-band SAR data from bistatic acquisition.

Conclusion

This study demonstrated utilization of interferometric processing of
TanDEM-X bistatic SAR data acquisitions with software GAMMAQ®. It is based
on two different coding approaches, resulting in interferometric outputs on two
different resolution scales of 4 and 12 m.
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First implementation line via BASH scripts allowed better track of
intermediate results and detailed scripting capabilities. Whilst, utilisation of
TanDEM-X bistatic processing via PyroSAR, GAMMA-API showed very good
feasibility and fast scripting, via the object-based environment in Python. Also, the
powerful PyroSAR framework with the GAMMA-API allowed ease of coding into
very common Python environment, allowing object-based approach in processing
of SAR data. A comparison of both implementation lines (e.g. via BASH and via
PyroSAR GAMMA-API) showed that they complement to each other, in terms of
the expected result and processing chain.

Analysis of interferometric outputs on both resolution scales showed
various performances. The interferometric processing of topographic phase showed
high fidelity in a 4 m resolution scale, and utilised well the bistatic acquisitions
from TanDEM-X in rugged terrain, with the presence of various forest canopy.
Multi-looking of up to 12 m of the high-resolution TanDEM-X bistatic data
revealed better sustainability of the interferometric products, in mountainous forest
areas with strong topography. Considering differences in reference height of the
high scale TanDEM-X DEM12 and the vertical position of the active phase centers
from the TanDEM-X acquisition, omitting phase unwrapping gave better results,
than high-resolution products of 4 [m] with phase-unwrapping applied.

Finally, could be concluded that utilisation showed that the GAMMA package
offers extreme flexibility in solving SAR remote sensing tasks offering
professional approach in applying interferometry on complex land cover, especially
over mountainous forest areas with the presence of topography. It is least likely
such performance to be achieved via other available graphical based software,
based on author’s experience.
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HUHTEP®EPOMETPUYHA OBPABOTKA YPE3 CO®TYEPA“GAMMA”
HA PAIJUOJIOKAIIMOHHHU U30BPAKEHUS OT SAR, OT HEMCKATA
CII'BTHUKOBA BUCTATUYHA CUCTEMA - TANDEM-X

3. Jumumpoes

Pesrome

Hnrepdepomerpuunust ananu3 (InSAR) Ha pagronokaiinoHHN H300paxe-
Hus or SAR ¢ men 1mpecMmsTaHe Ha pPa3IMYHUTE KOMIIOHEHTH Ha
uHTEeppepoMeTpry-HaTa (as3a € CIOKHA 3a/a4a B AUCTAHUUOHHHUTE M3CIICABAHUSL.
Codryeppr GAMMA nmpemyiara Haii-moOpara T'bBKaBOCT W INpodecroHasicH
nojxoa. Tasu cratusi Mpea-cTaBsi MIJIOTHO Npuiioxkenne Ha codpryepa GAMMA
MOCPEJICTBOM JIB€ pabOTHM BEpUTH, 3a IpecMATaHe Ha Tomorpadcekara Hu
mudepeHmanaaTa ¢asu oT pajapHUA W300pakeHHs ¢ OMCTaTHYHA KOH(PUTYpaIus
Ha 3aCHEMaHe, B MUKPOBBIHOB KaHaT — “X”’ OT HEMCKaTa CI'bTHUKOBA CHUCTEMA —
TanDEM-X, Ha HeMckata kocmuuecka areHims — DLR. M3nmonsBan e TecToBH
paiion B ceBepozanaanus as1 Ha Crapa [Inanuna. M3cneasanu ca aBa moaxona Ha
oOpabotka — upe3 ,,BASH- CKpHNTOBE C JMPEKTEH IOCTHI JO KOMaHIU OT
GAMMA; — upe3 MHOTO(PYHKIIMOHAIHUS TAKeT ,,PyroSAR® W ChbOTBETHUS MY
OpWIOXKeH mporpameH HHTepdeiic — GAMMA-APL. HM3xomHuTe NpOAYKTH ca
npenctaBeHd ¢ 4 m u 12 m mpocTpaHCTBeHa pazaenurenHa crnocoOHocT (TTPC),
KaTo MMOKa3BaT pazIMYHU MPEANMCTBA MPHU YCIOBHS Ha pened M BUCOKA HaJ3eMHa
O6uomaca. EnHo oT 3aiiodeHusiTa Ha M3CIEABAHETO €, Y€ W3-IOJI3BAHETO Ha
GAMMA naBa Haii-noOpaTa I'bBKaBOCT U TOYHOCT B M3UHUCISIBAHETO Ha Pa3IMYHH
KOMIIOHEHTH Ha MHTepdepomerprdHaTa (asza, 0COOCHO B TUIAHUHCKH TEPUTOPHUH.
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Abstract

The article analyzes the factors that stimulate research and development of an automated
system for processing and analyzing satellite imagery data. In particular, the study of satellite
imagery for the presence of waste disposal objects is considered as an application. This problem is of
particular interest when conducting scientific research. The development of automated control
systems (ACS) in the field of space image (SI) recognition is characterized primarily by the approach
of interest, i.e. for what purpose and for solving of which particular problem of the subject area the
system is created. Obviously, the system is a set of certain information technologies and the main
factor in the development of an automated system is and remains the study of peculiarities of creating
an appropriate information system (IS). The article proposes a methodological approach to the
processing and analysis of data by the IS. The approach is based on the conceptual idea of fractal
sets. This enhances the detection of abnormal signals in difficult phono-target environments. Testing
is conducted on the detection of WDS under conditions of a low signal-to-noise ratio.

Introduction

Modern realities require a new approach for the presence of certain
problems when monitoring that are directly related to the directions of
development of the national economy of our country. This includes
hydrometeorological conditions, ecological conditions, frequent forest fires, etc.
With the advent of open global networks, satellite information has become more
accessible to scientists, researchers and workers in all areas of the country's
economy. The works [1-3, 26-27] ware devoted to this issue. Namely, the need to
create an information system for monitoring territories for a certain range of tasks,
in our case, we investigate the presence of the waste disposal facilities (WDF) and
industrial waste (IW).
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The article discusses the problems of waste disposal facilities and the
creation of monitoring systems, carrying out the system-mathematical aspect of the
problem under study. Issues related to the architecture of building an information
system that monitors territories for the presence of WDF, were discussed in articles
[26-27]. This paper continues the study of this problem.

The problem of identifying unauthorized landfills and monitoring the
correct operation of the existing landfills in accordance with the current regulatory
documents is actual, and the solution to this problem would be very relevant in
order to draw attention to the issues of environmental development and
biodiversity conservation. In his interview “On the rubbish disaster of Russia”,
Russian President Vladimir Putin acknowledged that Russia does not have a
complete waste recycling system, there is no separate waste collection system, this
could face an environmental catastrophe for some areas. He noted that only half of
all waste in Russia is disposed of, the rest is buried. “And this process is in most
cases uncontrolled and criminalized,” he said
(https://lenta.ru/news/2016/04/14/musor/).

This problem is of interest from a scientific point of view. The

development of automated control systems (ACS) in the field of space image (SI)
recognition is characterized primarily by the approach of interest, i.e. for what
purpose and for solving of which particular problem of the subject area the system
is created. Obviously, the system is a set of certain information technologies and
the main factor in the development of an automated system is and remains the
study of features when creating an appropriate information system (IS).
Using the example of processing and recognition of a SI for the presence of an
WDF with a small signal-to-noise ratio, we will conduct some mathematical
research and in support of the obtained results we will conduct an experiment or
approbation.

The research part

One of the leading directions in the analysis of aerospace monitoring data
is the development of the theory of digital multispectral and hyperspectral images
of the Earth and the atmospheric surface layer processing to solve the problem of
automatic (without human participation) recognition of useful signals localized in
time and space randomly in the background of additive and multiplicative noise.

First of all, the study of the task of deciphering of SI is the analysis of
images and of applied tasks. The image is a multi-dimensional signal. The basis of
information technology (IT) of image processing includes mathematical principles,
the nature of which is determined by the range of tasks. The following studies are
known in the field of image processing for the creation of IS and their
mathematical analysis in certain areas. Thus, on the problems of integrating
system-wide approaches to image analysis [13], on developing mathematical
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models of images that have a stochastic nature [14], on image analysis using an
adaptive filtering method [15], on recovering signals based on regularization of
inverse problems [16], the synthesis of regenerative filters for the case of a small
number of observations [17], by statistical texture analysis of images [18], by
automatic classification and recognition of images based on statistical clustering
[19], by algebraic by the traditional methods of image analysis in the form of a set
of primitives having a geometric shape [20], by non-parametric image analysis
methods [21], by neural network image processing technologies [22], by system
structural analysis based on Peano-Hilbert type quasi-continuous sweeps [23], by
system structural analysis based on field analysis having a structurally redundant
quasiperiodic character [24], according to system structural analysis based on
fractal signatures [25].

Analyzing the problem of detecting and evaluating signals of a random
nature, it is possible to identify factors that contribute to the creation of an
automated geo-ecological system for detecting WDF. The brightness fields form
the background in the space monitoring task. The first factor can be formulated as
follows: the background is non-stationary in the one-dimensional and non-uniform
in the n-dimensional case. The second factor — the brightness fields have the
property of non-Gaussianity. The third factor — the background environment is a
non-Markov process. Consequently, it is necessary to take into account the
correlation of long-range order, limiting the use of classical correlation methods.
The fourth factor - the background is a singular process, i.e. it is non-differentiable
and this causes mathematical difficulties in data processing. The fifth factor is that
the signal-to-noise ratio is rather small and this leads to certain problems in signal
detection and evaluation. The sixth factor is the prior uncertainty of signal
knowledge, i.e. form uncertainty. The seventh factor — the spatial-temporal
resolution of the means of observation is rather limited.

So, the basis of the developed information system for the processing of
satellite imagery is the creation of a special information technology (IT) to extract
information about WDS from the space image.

The theoretical and conceptual approach to this problem can be
characterized as follows. The core of the space observation systems (SOS) for the
recognition of WDS is the integration of certain concepts that are directly related to
the concept of multi-scale representation of signals. In system integration, all
concepts have a certain dominant role. One of those concepts is the study of fractal
sets. The dominant function in this concept is the simulation of phono-target
environment based on large-scale self-similarity. Further research will be devoted
to the study of the remaining concepts that have a role in the formation of IT, used
for thematic interpretation of the SI as part of an automated information system.

The mathematical model of the information processing system for
information processing in the monitoring of territories for the presence of WDS is a
stochastic process with a fractal structure.
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Why namely the theory of fractals attracts our attention. As is known [2],
when modeling the space image of territories, it is necessary to investigate the
physical processes of dispersion, radiation of electromagnetic waves from the
surface, in our case, the WDS.

If to consider the statistical characteristics of the WDS, then, as a rule,
they are determined by the statistical characteristics of the irregularities of the
surfaces that make up the WDS. In any WDS surface irregularities are connected
and formed under the influence of certain factors - thermal, chemical, etc. There
are different methods and approaches for describing the scattering and radiating
surfaces of the objects under study. You can consider single-scale irregularities
using a single-scale correlation radius and, accordingly, multiscale irregularities
using a multi-scale correlation radius [4—8]. With an increase in the order of multi-
scale, the multi-scale of the correlation radius also increases and this leads to the
complication of the description of the mathematical model of the investigated
space image. That is why it makes sense to pass to the fractal representation of the
image, specifically the space image in the monitoring of territories, the presence of
the WDS. Let us take preliminary studies related to the theory of fractals.

According to the theory of fractals [4-8], any natural object has a fractal
self-similar organization structure. Each image has a scan — let’s denote it by & (x).

Definition 1. Let there be a set of hierarchical levels i. Each level is
represented by a certain scale and radius of correlation. Then the superposition of
these levels is defined as follows:

HORDYAS

Definition 2. Each level i have a statistical ordering defined by a correlation

function< E(x) & (x, )> .

Let us assume that the correlation of this level is Gaussian, i.e.

2
(xl - xz)
(&) & () =0, exp | - ——2
Pi

Here o, is the variance, p, is the correlation radius. Each component &
(x) has a certain zone of influence, the scale of which is given by the radius of
correlation - p, .

Let us suppose that the quantities o, and p, obey scaling laws - this

follows from the scale invariance of multilevel relaxation processes, i.e.

o, = — and p, = p, - b*
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For hierarchically organized processes the delimitation of zones of
influence at different levels, is characteristic, i.e. there is a relationship:

Pia << Pi << Py
Independence of different-scale correlations follows from this relation:

<§i (x) ¢ (x2)> =0, i#j

From here, the correlation function will have the following form:

<§i (x) ¢ (x2)> =0, exp |:_ (xl':%z):|

i

Taking into account the scaling properties of o, and p, the parameters

and we will have:

(&) & () = 0y [exp(—xp)exp {— (’C;%) em(—xy)}dx

0

Let’s give the asymptotic estimate of this integral with x, — x, = p—>o0:
) _

<§i (xl) §i (‘x2 )> ‘xl - xz‘-)oo ~ (_J
Po

here- ¢« =Ina/lnb .

Let’s consider as a structural object (set) the totality of brightness, forming a row
(scan) of the satellite image when scanning the earth surface by the satellite of

space observation (SSO).
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Fig. 1. Scanning of space images as structural objects with fractal properties

Fig. 1 gives a set of brightness, which together form an irregular curve
associated with a random process. The scan of the image line in Figure 1 (b) is the
spatial resolution of the observation system R = 1100 m., i.e. — this is a discrete
sampling with an interval of 1100 m, obtained by the AVHRR scanner of the
NOAA satellite system. Fig. 1 (c) — scan of the image line from the SPH satellite
based on VHR, spatial resolution R = 10 m, i.e. we have a sample at intervals of
10 m.

From Fig. 1 it is clear that the sample scale does not change the
appearance of the curves. An image scan is a structural object that, in a
mathematical sense, can be represented as a random process with the property of
scale self-similarity.

So, when developing a mathematical model of a space image, we will
proceed from the fact that a space image is a stochastic process with a fractal
structure [3].

Why exactly the theory of fractals is so interesting for us when building a
mathematical model of a satellite image (SI) — once again we’ll dwell on this issue
as applied to the WDS. As is known [2-3], when modeling these image data, it is
necessary to investigate the physical processes — scattering, radiation of
electromagnetic waves from the surface, in our case, WDS.

If we consider the statistical characteristics of the WDS, then they, as a rule, are
determined by the statistical characteristics of the irregularities of those surfaces
that are part of the WDS.

In a WDS, surface irregularities are connected and formed under the
influence of certain factors - thermal, chemical, etc. [2].

There are different methods and approaches for the description of the
scattering and radiating surfaces of the investigated objects of a WDS. You can
consider single-scale irregularities using a single-scale correlation radius and
multiscale irregularities using a multi-scale correlation radius [4-7]. With an
increase in the order of multi-scale, the multi-scale of the correlation radius
increases and this leads to the complication of the description of the mathematical
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model of the given space image. Therefore, it is advisable to go to the fractal
representation of the image, specifically the space image, while monitoring for the
presence of a WDS.

Any natural object has a fractally self-similar organization structure [4].
As is known [3—4], a texture is a matrix or a fragment of the spatial properties of
sections of images with uniform statistical characteristics. The method of
describing image textures is the relationship with the spatial distributions and
interdependence of the brightness values of the local area of the image or block.
Textural signs refer to probabilistic signs. Random values of textural attributes are
distributed to all classes of natural objects. Therefore, the concept of a texture
signature is introduced. A texture signature is the distribution of the total
population of measurements for a given texture in scenes of the same type as this
one.

Now let’s turn to the concept of fractal. The fractal dimension
characterizes the degree of filling of the space in which the fractal system exists.
The theory of fractals considers fractional instead of integer measures and uses new
quantitative indicators, namely the fractional dimensions of D and the
corresponding fractal signatures [4, 9-10, 12]. The theory of fractals and
nonlinearity constitute the geometry of chaos. The contours of all natural objects
are dynamic processes, frozen in physical forms and combining chaos and stability.

One of the most important issues of fractal geometry is the relationship of
fractals and textures and this can be successfully applied in the tasks of detecting
and recognizing low-contrast targets against the background of earthly covers.

According to Mandelbrot [4]: “A fractal is a functional mapping or a set
obtained by an infinite recursive process and having the following properties 1)
self-similarity, 2) their dimension (Hausdorff dimension) is fractional and strictly
more than topological dimension, 3) non-differentiable and operating with
fractional derivatives and integrals.

Fractal processing of low-contrast images is an unconventional way to solve a
similar problem.

The establishment of the invariance of the fractal dimensions of D images
from natural formations, in this case the WDS; of their brightness is the main
prerequisite for the transition to fractal processing of low-contrast images.

The main idea of further research is as follows. Any deterministic object in
certain territorial limits of observation has the same characteristics - size and area.
When you change the scale of the terrain image, the area of fractal formations also
changes. The appearance of an artificial object on any image changes the fractal
dimension D of the complex image as a whole.

The scale can be varied by frame filtering the source image A into
image A .

Let f;; be elements of the image fy (x, y) of size Nx x Ny., which is
subjected to frame filtering, f”,,, — the elements of the resulting image /5 (x, y) of
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size Nx x Ny. Then for filtering with a frame or a window 2M +1) (2N + 1)
elements, we have:

m+M n+N

. ~ 1
W A=A vy = G T DEN T D Z Z i

i=m-M j=n-N

The objective presence of fractional dimensionality and scale invariance in
fractals makes it possible to investigate the problem of detecting a WDS from a
new point of view for small signal-to-noise ratios [5-7].

The article presents the initial experimental studies on this topic on a WDS.

The purpose of the study is the possibility of analyzing optical observation
systems, as a result of which we have a SI to determine a WDS using, and
constructing the field of fractal dimensions (FFD) and choosing the parameters for
constructing FFD.

Experimental part

The construction of the FFD is carried out according to the following
algorithm:
- image scanning by “window” with the following parameters: window size
a x b pixels, movement step s (for s = 1 “window” sliding, for s > I
window jumping);
- at each step, the numerical value of the dimension D ; ; in the “window” is
determined and written into the matrix D. This matrix will be called the
“field of fractal dimensions”.
The formula for calculating the number of rows and columns of a matrix
depends on the number of rows and columns of the analyzed image.
M, N — the number of rows and columns of the matrix D;
m, n — the number of rows and columns of the analyzed image;
a (b) — the size of the "window";
s — the value of the "jump" "window";
] [ — procedure for taking the whole part.

@ M) = ]w[ ‘1

The image of the WDS at the SI is considered as the initial information
allocated for the study. The WDS is displayed on the earth's surface, namely, the
Kuchino SW landfill (August 2011) is given; similarly, you can further consider
the object of household waste on the water surface [2, 11].
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It is assumed that no pre-processing is carried out with the original image,
i.e. we want to test the fractal method of processing the original signal. Let’s
consider the basic parameters of the field of fractal dimension. A test image is an
image whose brightness has a uniform distribution law in the range from 0 to 1 and
their fractal dimension D = 2,5.

Step 1: generation of the field of fractal dimensions. Figure 2 (b) gives the
field of fractal dimensions, constructed using the “sliding window” of 17 x 17
pixels. To calculate the fractal dimension is used — the prism method [8—10]. A
visual analysis of the FFD of the original image shows that the surface along the
river has some features that are not visible on the SI. The type and speed of
building a FFD are influenced by the size of the “window” and the displacement
step. The test image is given in Figure 2 (a). The areas of location of natural objects
on the fractal binary image have zero brightness, and the areas of location of WDS
- maximum brightness. The total number of bright points of the object specified by
the binary image is stable and obtained experimentally from the reference image of
the object. To detect all areas of the image, which assumes the presence of WDS,
you must scan it using a sliding window; the window size corresponds to the size
of the object.

Step 2: Construction of a histogram of distribution / in the interval [0, 255].

Step 3: Let’s construct the dependence of the fractal dimension of the
image on the range of gradations of brightness.

The smaller the size of the test image, i.e. “Windows”, the faster the value
of the fractal dimension tends to a value of 2.5.

The error modulus 6D of determining the fractal dimension in the
“window” depends on the brightness range Al as follows:

oD = |2.5— B(AI) |

Fig. 4 shows that at small brightness ranges, i.e. — this is a low contrast
image, it is more reasonable to use “windows” not exceeding 17 x 17 pixels.
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Fig. 4. The dependence of the fractal Fig. 5. Connection of the error of
dimension with different sizes of the determining the fractal dimension of

“window” on the range of brightness the range of brightness gradations
gradations.

Table 1 shows the field values of the fractal dimension (FFD) when

processing the original image with a “sliding” window of various sizes (a x a), s —
window moving step.

Window moving | Window size

step 5x5 9x9 17x 17 | 33 x 33
s=1 896 892 884 868
s=a 180 100 53 27

Now let’s conduct a number of further studies in terms of image texture.

From fig. 6a we can see that the littering texture is visible, as well as the
texture of the forest has regrularity. Some coatings by littering, as well as forest
coverings, have the same regularity in all directions, others - in some directions are
much larger than in others. This can be observed in the correlation images of
C textures (b), which have bands responsible for the preferred direction of
regularity. The elements of C (x, y) show the correlation coefficient of two-
dimensional signals from a point (1.1) of constant length d, smaller than the size of
the original image, and the shifted signals by x to the right and y down. So CML
histograms (c) along vertical, horizontal and any other sections for forests are
approximately the same in terms of fractal characteristics, and for littering, more
regular along certain directions. In this regard, the fractal signs of littering are
“more mobile” than forests.

WDS is an object of random but regular form and a CML; therefore it can
be detected by fractal signs. Fractals are objects that have self-similarity and are
measured by different parameters: self-similarity density, fractal dimension and its
field, accuracy of determination (construction), etc.
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Fig. 6. Texture patterns (blue channel) (a), patterns of correlation images (b), values
of the spectral brightness coefficient (CML) in one of the sections;
1) forest, 2) littering

Color has little effect on the value of the fractal dimension, so its estimate
can be given by one channel. Some of the “fractal” trash coverings have the same
texture as the forest (see fig. 7a), and most of them refer to the typical trash texture,
but with a difference in the composition of colors. So areas covered by littering at
different times of the year and time of day have close fractal dimensions.

(@) (b) (© (d) (e
Fig. 7. Littering textures of different chromaticity, but close in fractal dimension:
a) f=1.9249; b) f=1.8729; ¢) [=2.0952; d) f=2.0426; e) /=2.0726

The fractal dimension f'is calculated as the slope of the regression line of
the reports y(x), where:
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a; and by - the minimum and maximum CML of the k-th cube of the original
image when it is cut into cubes of size r. Fig. 8 shows an example of fractal
calculation dimensions for the standard in fig. 7a.
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Fig. 8. Calculation of the fractal dimension

Another formula for calculating N:

@ N0)=2 (b -a,)

As shown by calculations using model (3), the fractal dimensions of the
littering plots lie in the range of 1.85 + 2.1 (£, = 1.83, fuax = 2.1) and turn out to be
close to the dimension of the ideal uniform distribution of 2.5 (see Fig. 7). For
comparison, the dimension of the forest massif, which, unlike littering, has an
ordered cell structure, according to this model, is 1.5 + 1.6. Turns, spatial
resolution, image size, scale of its increase or decrease do not affect the fractal
dimension (Fig. 9)
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Fig. 9. Textures of littering: a) a large area (f = 1.8); b) with an increase in its area
(f=1.8405); c) at higher magnification and rotation (f = 1.8148) [Google Earth]
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The trash areas are detected by the values of the fractal dimensions,
according to the scheme: 1) the original image is scanned with a square window
with a side-by-side focus on each pixel; 2) the fractal dimension is calculated by
the model (3) in a square neighborhood r of each point, i.e. the field of fractal
dimensions is calculated; 3) the threshold filtering method is used to allocate a
detection area with fractal dimensions for littering 1.85 + 2.1.

©
Fig. 10. Original image (a), field of fractal dimensions by model. b) (1), c) (2)

Fig. 10 shows an example of normalized fields of fractal dimensions for the
image (a), calculated by models (1) and (2).

More precisely, WDS are detected by the dependences f'(g), where f'is the
fractal dimensions of binary images J (q) obtained from / the original / (texture
image) by threshold filtering on the lower level of the CML q. The functions f (g)
exponentially decreases from the maximum fmax to the minimum fmin
characteristic of this texture I. For the surfaces of different texture patterns, these
dependences differ (Fig. 11).

o 0.2 0.4 0.6 0.8 1
q

Fig. 11. Dependencies of the fractal dimensions f on the threshold CML q for covering: f; is
a forest, f, is littering
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The proposed method of fractals will allow overcoming the problems of
processing the SPE. This is due primarily to the incompleteness of knowledge
about signals, non-stationarity, non-Markovism, noise singularity based on
preliminary information about the spatial scales of the detected signals.

Conclusion

One of the leading directions in the analysis of aerospace monitoring data
is the development of the theory of processing digital multispectral and
hyperspectral images of the Earth and the atmospheric surface layer to solve the
problem of automatic (without human participation) recognition of useful signals
localized in time and space randomly in the background of additive and
multiplicative noise. The experiment leads to the following conclusions:

- FFD can be used to analyze SI with a WDS image.

- The size of the “window” depends on the range of brightness values of the
image.

- Performing detailed segmentation of the image requires the presence of

"sliding windows".

- The speed of building a FFD is increased by using “jumping windows”.

Thus theresearches of image texture and the construction of FFD were held.
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MHNPOBEJEHUE MATEMATUYECKHUX - CUCTEMHBbIX
HCCJIEJJOBAHUI C IPUBJIEYEHUEM ®PAKTAJIOB [TIPU
ABTOMATHU3ALINU OBPABOTKH KOCMHNYECKUX CUCTEM
HABJIIOJEHUS 110 PACIIO3HABAHUIO OBBEKTOB
3AXOPOHEHUA OTX0O10B

M. Kazapan

AHHOTAIMA

B cratbe nmaH ananu3 (akTOPOB, CTHUMYJIUPYIOUIMX HCCICIOBAHHS U
pa3paboOTKy aBTOMAaTH3MPOBAHHON CHUCTEMBI 1O 00pabOTKe W aHAIM3y JaHHBIX
KOCMHYECKHX CHHMKOB. B 4acTHOCTH, B KauecTBe MPHIIOKEHUS PaCCMaTPHUBACTCS
HCCIICIOBAaHNE KOCMHMYECKUX CHUMKOB Ha HAJIMYHE OOBEKTOB 3aXOPOHCHHS OT-
xoqoB. JlaHHas mpoOjeMa MPEICTaBIsIeT OCOOBIM HHTEPEC MpPU MPOBEIACHUHU
Hay4YHBIX W3bICKaHWH. Pa3zpaboTka aBTOMATH3MPOBAHHBIX CHCTEM YIIPAaBICHUS
(ACY) B obmactu pacno3naBanus kocmmdecknx cHUMKOB (KC) xapakrepusyercs,
MPEXIEe BCETO, HHTEPECYEMBIM MOIXO0J0M, T.€. JJISl KaKOW IENH U JJIA PEIICHUS
KaKoW HMEHHO 3aJlaud IpeIMeTHOW oOmnactu co3maercs cucrema. OueBHIHO,
CHUCTEMa 3TO COBOKYITHOCTH OIPEAEICHHBIX HH()OPMAIMOHHBIX TEXHOIOTHH U
IJIaBHBIM ()aKTOpPOM TIpH pa3paboTKe aBTOMATU3MPOBAHHON CHUCTEMBI €CTh U
OCTaeTcsi  M3y4eHHE OCOOCHHOCTeH TIpU  CO3JaHUM  COOTBETCTBYIOLICH
nHpopmarmonnoit cucremsl (UT). B crarbe mpenmaraercss MeTOHOJIOTHUYECKUI
monxon K oOpabotke w ananm3y pgaHHbix KC. Ilomgxom ocHOBBIBaeTcs Ha
KOHIIENITYaJIbHON Hjee (DpakTaJbHBIX MHOXECTB. JTO MOBBIIIAET OOHAPYKEHUE
aHOMaJIbHBIX CHTHAJIOB B CIOXHON (hoHOLEeneBolt obcraHoBke. lIpoBomuTcs
anpobanus o obOHapyxeHnto O30 B yCIIOBHSX MaJOro OTHOIIEHWs CHTHaJIa K

yMy.
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Abstract

Currently, geographic information systems have taken strong positions in economics,
politics and in almost all spheres of human activity. The result of human activity in urbanized areas is
the emergence and further spread of unauthorized landfills and industrial waste. In order to timely
intervene and stop the spread of foci of infection and changes in the soil composition, it is necessary
to have an automated system for monitoring the disposal facilities and industrial waste.

The purpose of the work is to design a model of an automated system for monitoring waste
disposal sites, including industrial sites, using remote sensing technologies.

General research methodology: The paper uses modern methods of information systems
design, using the theory of databases, data warehouses, and geographic bases data.

Scientific novelty: The paper suggests a model of an automated space system monitoring
for the presence of waste disposal facilities. A general methodology for constructing a geo-
information model that monitors territories for the presence of waste disposal sites and also a
methodology for the development of geodatabase are given. Landfill geo-databases are a structure of
attribute and geographic data obtained in an automated mode. An analysis of current perspectives in
the creation and operation of such automated geo-information systems is given using specific
knowledge in the field of very large, distributed and open data archives. As a realization of
theoretical reasoning, the practical part of the formation of software, technical and mathematical
support of the remote monitoring system of the waste disposal area (WDA) and industrial waste (IW)
landfill is given. In general, the work is survey-research in nature.

Introduction

Let us consider the ideology of creating a system for remote monitoring of
waste disposal facilities (WDF), including industrial (IW) — (SRM_WDF-IW). It
should be noted that such studies are actively conducted abroad [5—12, 30-32], as
well as in the leading specialized research institutes of our country [3—5] and the
same topic is often published in mass media including the Internet.

140



The relevance of research in the field of application of Earth remote
sensing technologies is obvious. This is due to the range of problems created by the
emergence of unauthorized WDAs and software, as well as the resulting
consequences in all spheres of human activity.

By the order of the Government of the Russian Federation of August 21,
2006, N 1157-p the Concept of creation and development of the spatial data
infrastructure of the Russian Federation is approved [1]. The concept defines that
the creation and development of the spatial data infrastructure of the Russian
Federation is due to the objective needs of citizens, organizations, government
bodies and local governments in the effective use of reliable, operational and
relevant spatial data. By spatial data here is meant some digital information (form,
location, properties) about WDA and software defined in the coordinate-time frame
of reference. Under the basic spatial data we will understand the spatial data that
are allowed for open publication in mass media; they have a steady spatial position
in the coordinate-time frame of reference. This makes it possible to orient other
features to them. Metadata is information that describes the volume, content, and
other characteristics of spatial data.

The concept notes: «The currently existing systems for identifying spatial
objects by their address description, including registers, inventories, registers
maintained by federal executive authorities, do not allow the integration and
sharing of spatial data obtained from various sources. The result was the absence in
the Russian Federation of a single system for identifying spatial objects; this fact
prevents the use of spatial data as a universal communication element for various
databases and makes it impossible to build a single information space of the
country. The currently existing systems for identifying spatial objects by their
address description, including registers, inventories, which are maintained by
federal executive authorities, do not allow for the integration and sharing of spatial
data obtained from various sources. The result was the absence in the Russian
Federation of a unified system of identification of spatial objects, which prevents
the use of spatial data as a universal communication element of various databases
and makes it impossible to build a single information space of the country».

The creation of spatial data infrastructure will allow providing the
following:

1. improvement of the quality and efficiency of management at the state
and municipal levels due to the wide use of information resources of spatial data
when making management decisions and monitoring their implementation;

2. provision of the up-to-date and reliable information on basic spatial data
to consumers according to uniform rules and tariffs;

3. reduction of budget expenditures on the creation of spatial data in
general, improving their quality by eliminating duplication of work on the creation
of spatial data;
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4. encouragement of investments in the creation of spatial data and related
information services.

As it is noted in the article by B. A. Dvorkin [2]: “The rapid development
of computer technologies, the emergence of the Internet, the emergence of desktop
geo-information applications, and the active introduction of location services (so-
called LBS) into the daily life based on satellite navigation systems led to the fact
that spatial data is increasingly becoming a constant attribute of our daily life. If
relatively recently, the main source of spatial data was topographical survey, now
space imagery, aerial photography from unmanned aerial vehicles, laser scanning,
etc. are coming to the fore. Now any organization, any private user, has had the
opportunity to create their own maps and applications thanks to easy access to
spatial data, as well as to a wide range of image processing, analysis and
visualization programs. ”’

From the reasoning given in article [2], we can draw the following
conclusions:

1. there is an objective need for the creation and development of an
information infrastructure of spatial data, both at the federal, regional and
municipal levels;

2. spatial data, the infrastructure of their creation and development are one
of the most important links in the digital transformation of the country's economy.

Particular attention should be paid to the problem of identifying
unauthorized storage sites for solid household waste and industrial waste (SHW
and IW), monitoring the correct operation of existing landfills for SHW and IW in
accordance with current legislation, and assessing their impact on the environment.
This problem has become so acute for Russia that Russian President Putin V.V.
drew attention to it, calling it a “garbage disaster” of Russia
https://lenta.ru/news/2016/04/14/musor/.

There is a great need for environmental protection systems to use spatial
data based on the technologies of remote sensing of the Earth from space [14-29].

Below are examples of the application of the technology of remote sensing
of the Earth from space to meet some of the needs of the environmental protection
system in the area of storage of solid waste and industrial waste.
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Fig. 3. Detection of unauthorized solid Fig. 4. Assessment of the growth of the
landfills in Sevastopol landfill of municipal waste in Kuchino

MpUMepsl HAPYWeEHUA 3KCANyaTauuM, oGHapyX1BaeMbIX Ha PopmMrpoBaHye o4epeaer CKNaRKMPOBAHNA OTXOACE
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Fig. 5. Monitoring violations storage of waste  Fig. 6. Queuingcontrol from the operation
of the SW landfill in Kuchino
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The geography of our country and, in particular, of the North Caucasus is
characteristic of lands that are difficult to access for field studies. To solve the
problems associated with the detection of unauthorized waste disposal sites (WDS)
and industrial waste (IW), it is necessary to conduct the remote sensing methods
and then field studies confirming the results. The interest of the authorities
responsible for the timely prevention of accumulations of solid household waste
(SHW), which have inevitable consequences both in the field of sanitary —
epidemiological and other areas of the socio-economic and medical-biological state
of the region, is also obvious.

It should be noted that in recent years the number of spacecraft (SC) has
increased in the world. This contributes to an increase in the frequency and volume
of information necessary for further processing. For our task, namely,
environmental monitoring for the presence of WDS and IW — means the possibility
of detecting some negative consequences at the early stages of the appearance of
unauthorized dumps, and this is essential.

Information received from the space station, which was previously
classified as t6his sphere was actively used and is now used in the military-defense
industry, became more accessible. It is quite possible to receive space images (SI)
in open access on the Internet, using various technologies. The availability of
information has also increased on the subject of research — WDS and IW, which
contributes to the use of satellite information without creating specialized
additional centers for the accumulation of primary information and this is an
additional cost savings and increase in the profitability of the system. This fact may
lead to the creation of its own very large archives of satellite information on the
subject of WDS and IW.
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Research part

Creating of a monitoring system for waste disposal facilities as well as
industrial waste requires the implementation of certain requirements - these are the
basic elements of a monitoring system (MS). Regardless of the type of MS, these
elements are represented in the performance of certain actions with space
information. The typical tasks that are part of the system for processing, storing
and using space information are the following [29]:

1. receiving and collecting of space information in the automated mode;

2. storing information in archives, respectively, supporting and organizing
them;

3. information processing in an automated mode;

4. transfer of information to users, including remotely;

5. use of the processed space information of a specific MS, in our case,

MS WDS and IW;

6. management and control of the relevant units MS_WDS and IW.

In carrying out all of the above tasks, software systems with a high level of
automation, the ability to use distributed network technologies, etc. are used.

Let us consider the issues related to the development of software for the
organization of automated reception and collection of satellite data.

We are investigating the task of creating software for the monitoring
system of WDS and IW according to remote sensing data; first of all, we study the
situation with the collection and reception of space information. Based on modern
realities, namely, on open (relatively) access to the storage bases of the SI through
the Internet, it makes it possible to create specialized centers for receiving and
processing SI. All information on the SI from everywhere, including various funds
of research projects, will be sent to these centers. To solve such a problem, you
must have multifunctional utilities and programs for processing various SI and
obtaining information for processing and monitoring territories for the presence of
WDS and IW.

Let us consider the task of creating an automated system for archiving
satellite data. Any automated system of this type should have a unit for
maintaining satellite data archives, the main purpose of which is to store and
provide the SI to users in local and remote operation.

To automate this monitoring system block, it is necessary to use a DBMS
with embedded SQL language that allows you to work in software mode, having a
friendly computer program interface, or using a SQL query system to implement a
range of tasks related to searching and retrieving the necessary SI series. The
information storage unit should have the following properties:

a. adaptability to all types of satellite information, which can be modified
with time;

b. users work in remote access mode;
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c. the maximum automation of the preliminary storage stages of the SI is
the annotations, archiving and the storage process itself in the database;

d. this system should be open in terms of replenishment with new Sls and,
accordingly, modification of technical means (servers, etc.) allocated for archives;

e. and, as a rule, separate geographically distributed centers should exist in
the country as information repositories and, accordingly, certain nodes of the open
Internet system, physical information carriers (CDs, etc.).

Fig. 9 shows the architecture model of the automated SI archive.

We give some comments on each block of this model.

The first block of the archiving system includes databases on all types of
information, i.e. by data directory, file storage and long-term file storage. The
archives of WDS and IW space data are presented in the form of a software
package, which is updated depending on the tasks of interest to users and,
accordingly, researchers.

The second block — the archive administration system includes archiving
utilities, work with data, as well as the selection of necessary information for
processing and supporting users' orders. In the management plan of the unit, a
group of operators responsible for the front of the system is attached.

The third block is the availability of archiving systems via the Internet, i.e.
relevant websites. This system includes user web-interfaces, as well as service
web-interfaces. The work on managing this block is performed by operators and
users who are competent in terms of information culture.

The fourth block is system control. It includes checking web-interfaces,
email notification of various emergency situations, checking the technical
condition of computers and automatic launching of special utilities — tests of the
storage system of the CS as a whole. This system is open, i.e. utilities are
replenished with a variety of application programs that improve the quality of the
QS and modify the methods of storing them in the information repositories.
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Fig. 9. Model of the system of automated archiving of the SIs when monitoring territories
for WDS and IW

So, we have a description of the model of WDS and IW remote
monitoring using information systems that ensure the work with super-large,
distributed and replenished storages of satellite images.

Let us investigate the issue related to the space information processing
system. Processing of space information is represented in the form of primary and
thematic data processing. The implementation of this work is carried out in two
modes - automatic and automated.

In the first case, a software package is developed; a system of macros is
used, for writing of which an interface is provided. It provides a mode of remote
access to information.

In the second case (automated), a sequential chain of information
processing is created, forming data streams and parallelizing the processing of
space data. At the same time, tasks for workstations are formed; their work is
monitored, which leads to an increase in production capacity. At any time you can
increase the number of workstations, etc.

Now let us investigate the issue related to the integration of the results of
the processing of space data with the diverse information used in the WDS and IW
monitoring system.
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Fig. 10. The basic scheme of RMS WDS-IW formation

Provides the GIS. This option of work demands additional expenses for resources.
This method is used when the monitoring system is not created from scratch. An
additional unit with satellite information is inserted into the system. Therefore, a
mechanism is needed that allows satellite data to be exported to GIS and inserted
into its archives.

Let us consider the second approach. In the GIS, inquiries are made to
obtain the necessary information from the corresponding archives of space data. In
GIS, interfaces are implemented that allow combining heterogeneous information.

This approach, which is widely used nowadays, simplifies issues related to
maintaining distributed Sls archives and updating information received from a
spacecraft.

Let us consider the basic principles of modern remote monitoring systems
(RMYS), in particular WDS-IW.

Fig. 10 proposes a basic scheme for building RMS WDS-IW.

From this figure it follows that the RMS includes the following main
blocks: data processing; archiving; data presentation and analysis; management and
performance monitoring.

Let us consider the operation of the main blocks of the system, presented in
Fig. 10. Modern realities in the field of Earth remote sensing are such that the
preliminary processing of space information goes into a new category — the
formation of basic products. Basic information products have a number of
qualitative properties that allow for thematic processing of a SI without serious
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consequences — a stable radiometric calibration, illumination, state of the
atmosphere, geographical and temporal reference, etc. The modern user of the SI is
interested in obtaining information in the form of basic products. In exceptional
cases, to obtain thematic products used in our case when monitoring territories for
the presence of WDS-IW, data processing systems are created.

Recently, a definite situation has developed regarding the implementation
of the RMS and the work of its individual units. The equipment necessary for the
operation of these units is provided to space information receiving and processing
centers. In such situations, the speed of information processing increases, since
there is no need to transfer data in large volumes from the centers to the RMS.

There is a tendency to maximally automate the processing of information
during the implementation of RMS, and accordingly, based on this, the work of the
thematic processing unit for SI in various information systems is organized in a
certain way.

We have to deal with situations related to the fact that the implementation
of various processes for the processing of space information uses a variety of
software environments, and perhaps also different operating systems. It is
necessary to organize the interaction of these procedures and control over their
implementation.

The introduction of distributed computing resources requires different
approaches for their correct application in the processing of remote sensing data.

The data archiving subsystem is one of the key elements of any RMS.
Above, we have described this block in detail and its principle of operation (see
Fig. 9).

The information presentation and analysis subsystem is undoubtedly one of
the most important elements of any RMS.

Let us consider the main factors shaping this subsystem.

The first factor affecting the formation of a system is the provision of a
distributed user of space information and tools for its analysis in order to ensure
remote monitoring. To perform this function, it is necessary to have a web-
interface - this is a modern trend in the development of information systems. The
advantages of these interfaces are that there is no need to purchase and maintain a
significant number of licenses, as is done for desktop applications, the same GIS.

The second factor is the involvement of various Internet technologies for
the development of complex tools in the implementation of distributed data
analysis in RMS.

The third factor is the possibility of online access to data from external
information systems, as well as to the resources of suppliers of remote sensing
data.

And finally, speaking of the RMS control and operability control unit, it is
important to note that an increase in the level of automation of health monitoring
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processes is required, as well as the creation of technologies for the automated
detection and diagnosis of faulty situations.

Practical part

As a realization of the above theoretical considerations, we present the
following practical part on the formation of software, technical support of the
remote monitoring system of the WDS and IW.

The complex for receiving satellite information assumes the presence of the
following equipment:

- UniScan — 36 (ScanEx manufacturer);

- Data processing server (2 pcs.) by HP;

- Cluster data storage systems (2 pcs.);

- Work stations (4 pcs.);

- Local area network (10 G; speed 10 Gbit / C);

The software of the system also includes:

- data reception (software developed by ScanEx);

- preprocessing software for different satellite systems (TERRA / AQUA
for MODIS; SuomiNPP / NOAA-20 for NIIRS, CrIS, ATMS; Fengyun — 3A /B /
C for MERSI). Linux / CentOS operating system on one server and every
15 minutes run snapshot processing scripts;

- for thematic processing using two servers. Each TERRA / AQuA
received by the SI is generated into a set of multiscale multichannel images and
this information is immediately displayed on the web page. Next, the application
programs are performed to decrypt the image for the presence of WDS and IW
(NDVI calculation, cloud masking, etc.).

The presence of high-performance computing systems (clusters) is
assumed:

ArmCluster computing system (http://www.cluster.am): computing field of
128 cores (64 x 2 Intel Xeon 3.06GHz, 2 GB RAM), computing network —
Myrinet, control network — Gigabit Ethernet, computing system ArmGrid
(http://www.grid.am): computational field of 368 cores (30 x 2 Intel Quad Core
Xeon E5420 2.5GHz, RAM 8 Gb), computer network - Gigabit Ethernet, control
network - Gigabit Ethernet + 32 x 2 Intel Quad Core Xeon E5405 2.0 GHz, RAM
8 Gb), computer network — Infiniband, control network — Gigabit Ethernet,
PhiCompute computing system: computing field 48 CPU cores (2 x 2 Intel Xeon
E5-2680 v3, 128 GB RAM) + 244 Phi cores (2 x 2 Intel Xeon Phi 7120), 10 GbE
computing network managing I have a network-Gigabit Ethernet.

Servers:

Application servers: 2 x HP DL380p GenS§, 2 x Intel Xeon E5-2620v2, 128

GB RAM, 8 x 600 GB 6G SAS 10k HDD.
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GPGPU server: HP DL380p Gen8, 2 x Intel Xeon E5-2620v2, 128 GB

RAM, 3 x 600 GB 6G SAS 10k HDD, NVIDIA Tesla k40,

management server: HP DL380p Gen8, Intel Xeon E5-2620v2, 32GB

RAM, 3 x 600GB 6G SAS 10k HDD.

Data Warehouses:

QNAP TS-809U-RP network storage, storage capacity up to 48 TB

IBM x3650 network media storage, storage capacity up to 12 TB.

HP MSL2024 tape library, storage capacity up to 360Tb.

Workstations:

Dell T5500 Workstation with NVIDIA Tesla C1060 GPGPU

Dell T3500 Workstation graphics station with two ATI FirePro V5900
graphics cards.

When working on the creation of RMS WDS-IW, free or free software
will be used, as well as proprietary software systems.

Consider some of the development in relation to software that is developed
in the basic utilities of the system.

1. The adaptation of existing image processing algorithms to the problem
of research [14-29]. These algorithms include:

- affine transformations over the image (rotation, shift, scaling);

- image enhancement;

- selection of objects;

- filtering according to the spectrum and size of objects, dilatation, erosion,
opening, closing, morphological processing of images (selection of
boundaries, filling of areas, selection of connected components);

- clustering and classification by methods of K-intragroup averages and
ISODATA, etc.

These algorithms are adapted to the characteristics of the WDS: size,
distribution, component composition, spectral composition, characteristics of the
environment.

2. Development of special image processing algorithms for the detection
and analysis of WDS [14-29]. These algorithms include:

- algorithms for splitting a time series of images into a time series of sections

of these images;

- algorithms for the detection of texture components in the composition of
the WDS and the environment;

- algorithms for assessing the morphological composition of the components
of WDS;

- special training algorithms to detect WDS;

- algorithms for obtaining component landfills as part of the WDS and its
surrounding natural environment;

- algorithms for obtaining relief WDS on a pair of images;
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- algorithms for assessing the dynamics of changes in the surface
and body of the WDS and its main geometric characteristics;

- algorithms for assessing chemical processes occurring in landfills;

- algorithms for the classification of WDS according to the data of
space images;

- algorithms for calculating the linearity of polygonal objects;

- algorithms for evaluating component, temperature, vegetative,
technological, and other characteristics of the WDS.

3. Study of the state of the soil and vegetation [14-29]. Algorithms for
assessing the degree of soil degradation. The basis of these algorithms is the
calculation. To study the state of the soil and vegetation, special indices of
vegetation response have been developed depending on those or other influencing
factors. Factors, vegetation reaction indices and the degree of soil degradation are
presented in normalized form. At the same time, the factors themselves are ranked
according to the degree of importance. This method of assessing the degree of soil
degradation is the cheapest because does not require additional archival data, like
most other methods for assessing soil degradation. In addition, it is fast-acting,
although less accurate, and allows us to estimate the tendency of the soil not only
to degradation, but also to recovery. The state of the soil is also determined by
assessing the yield of the soil, since in most cases, landfills are located in close
proximity to rural areas. To assess the yield of the soil, many algorithms based on
multiple regression have been developed and implemented.

4. Evaluation of the geometric characteristics of the WDS [14-29].

The algorithms for estimating the geometric characteristics of the WDS are
divided into algorithms for planar and spatial characteristics. A single image is
used to estimate the plane characteristics, and a stereo pair is used to estimate the
spatial characteristics. To assess changes in geometric characteristics, a time series
of images of one territory is used. Planar geometrical characteristics include area,
perimeter, polygonal region, contour and contour traversal, linearity, ellipticity,
center of mass, scattering coefficient, planar parameters of components. The spatial
geometrical characteristics include the volume, spatial parameters of the
components, and the body of the WDS, the relief of the surface, the slope
coefficient, the average height of the WDS, the number of tiers. The change in
geometric parameters is divided into average and direction. The direction is given
by a vector on a plane for plane parameters and a vector in space for spatial
parameters. The change in parameters is characterized by speed, i.e. increment
parameter per unit of time. By changing the parameters, you can make a short-term
forecast of future values of geometric parameters.

5. Development of attribute databases [14-29]. Attribute databases are
developed in database management systems. Structurally, they consist of a set of
tables connected to each other through special link tables. Different tables
characterize objects of different types. Attribute databases have been developed: on
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general information of the WDS, on individuals and legal entities associated with
them, on administrative-territorial units, on the component composition of the
WDS, on the spectral characteristics of the WDS, on space images and metadata
snapshots, etc. Each database has its own data scheme, and all developed databases
are combined into a data warehouse. To manage each database, special programs
have been developed in which the procedures of creation, opening, closing,
updating, updating, etc. are implemented. To integrate databases into a data
warehouse and to manage this storage, programs are also implemented in special
software environments. Each the database and the data warehouse itself have their
own interface, which allows managing databases interactively. Descriptions of
databases and data storage are developed. The source data for reading the database
are normalized. Some of them were obtained using programs from textual
information taken from various sources. The other part is calculated according to
the algorithms for detection and analysis of WDS.

Conclusion

The paper proposes the design and further use of an information system for
the implementation of remote monitoring using remote sensing methods and
technologies. Here we consider the features and trends in the development of
modern geographic information systems in certain thematic areas, in our case, we
consider WDS-IW. The article is of an overview and methodological nature. An
analysis of current perspectives in the creation and operation of such automated
geo-information systems is given using specific knowledge in the field of very
large, distributed and open data archives. As a realization of theoretical reasoning,
the practical part of the formation of software, technical and mathematical support
of the remote monitoring system of the WDS-IW is given.
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O IPOEKTUPOBAHUU ABTOMATHU3UPOBAHHOI CUCTEMBI
MOHUTOPHUHI'A OFBEKTOB 3AXOPOHEHUA OTXO40B 1 B TOM
YUCJIE MPOMBIIUIEHHBIX C TIPUMEHEHUEM TEXHOJIOT I
JUCTAHIUOHHOI'O 30HANPOBAHUS 3EMJIN

M. Kazapanu

AHHOTALMA

B macrosmiee Bpemsi reomH(GOpPMAIMOHHBIC CHUCTEMBI 3aHSIA TPOYHBIC
MO3UIMK B 00JIACTH SKOHOMUKH, TOJUTHKH U, TPAKTUYECKH, BCEX cdep >KHU3HE-
JESTeILHOCTH YesioBeka. Kak ciie/IcTBHE 4YenoBeYECKOW JEeSATEIbHOCTH Ha ypOa-
HU3APOBAaHHBIX TEPPUTOPHUAX — OTO TMOSIBIIEHUE W NajbHEHIee pacpoCcTpaHEeHUE
HE CAHKIIMOHUPOBAHHBIX MYCOPHBIX CBAJIOK M IMPOMBIIUICHHBIX OTX0A0B. UTOOBI
BOBPEMsI BMEILIAThCSI U OCTAHOBHUTH PACIpPOCTPAaHCHHE OYaroB MHMOEKIMH U U3ME-
HEHUIl B MMOYBEHHOM COCTaBE TEPPHUTOPUN W T.A. HEOOXOIUMO UMETh aBTOMATH-
3MPOBAHHYIO CHCTEMY OOBEKTOB 3aXOPOHEHHS W MPOMBIILIEHHBIX OTXOJOB.

Lenb paboThl — MPOSKTUPOBAHUE MOJCIH aBTOMATU3HPOBAHHON CHUCTEMBI
MOHHUTOPUHTA 00BEKTOB 3aXOPOHEHHUS OTXOJ0B U B TOM YHCJIE€ IIPOMBIIUICHHBIX C
MIPUMEHEHNUEM TEXHOJIOTHI JUCTAaHIIMOHHOTO 30HIUPOBAHIISI 3EMITH.

OO0mas MeToarKa UcCleaoBaHuil. B paboTe HCIONB3YIOTCS COBPEMECHHBIC
METOJIbI TPOESKTUPOBAHUS HH(POPMAIIMOHHBIX CUCTEM C IPUMEHEHHEM TEOpHH 0a3
JAHHBIX, XPaHUIIUII JaHHBIX, Te00a3 TaHHbBIX.

Hayunas HoBM3Ha. [IpemmaraeTcst Moienh aBTOMATH3UPOBAHHON CHCTEMBI
KOCMHUYECKOIO0 MOHUTOPHHIAa Ha HaJlW4Yhe OOBEKTOB 3aXOPOHEHHUS OTXOJIOB.
Jaercs oOmass MeTOMONIOTHA TOCTPOSHUS TEeOMH()OPMAIMOHHONW — MOJIEINH,
OCYIIECTBIISAIO-IIell MOHUTOPHHT TEPPUTOPUI Ha HATMYME OOBEKTOB 3aXOPOHEHHS
orxonoB. O0masi MeToanka pa3paboTKu reoba3 AaHHBIX. ['eo0a3bl maHHbIX O30
MPEJICTABISIIOT COOOW CTPYKTYpPy aTpUOYTHBHBIX M TeOorpauuecKux JTaHHBIX,
MOJIy4aeMBbIX B aBTOMATH3MPOBAHHOM pexume. JlaeTcsi aHamM3 COBPEMEHHBIX
MEPCIeKTHB B  CO3JaHUM M paboTe MOJO0HBIX  aBTOMATH3UPOBAHHBIX
reonH(OPMAIHOHHBIX CHCTEM C MPUMEHEHHEM OINPENCICHHBIX 3HaHUH B 00JIaCTH
CBEpXOOJIBIINX, PACHPEEICHHBIX M OTKPBHITHIX apXWBOB JAaHHBIX. B KauecTBe
peai3anuy TEOPETUUYECKUX PACCYKICHHUI MPUBOJUTCS MPAKTUYECKas 4acTh I10
(hOpMHUPOBAHHUIO TIPOTPAMMHOI'0, TEXHHUYECKOTO0 U MaTeMaTHYECKOr0 00eCIeUeHUs
cuctembl nuctaHnuoHHoro mMouutopuHra O30 um [10. Pabora B 1enom HOCUT
0030pHO-HCCIIEeI0BATEILCKUAN XapaKTep.
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Abstract

In the paper hereby, a numerical (panel) method is applied to analyze steady two-
dimensional flow of ideal gas around an airfoil. Initially, the airfoil is divided into a finite number of
panels. Then the panels are replaced by doublets with constant strength. In addition, a wake panel is
added to fulfill Kutta condition at the airfoil trailing edge.

In order to implement this, a numerical realization is developed and built by means of Tiny
C Compiler. To work out a solution to the linear non-homogeneous algebraic system, direct schemes
for lower-upper factorization / decomposition of matrix of coefficients were applied, namely Crout,
Doolittle, and Cholesky.

The obtained results are validated against exact solution and shown for various values of
angle of attack and Reynolds number.

Introduction

For couple of years, the personnel of Department of Aerospace Control
Systems have been utilizing the Chinese Mugin-3 unmanned aerial vehicle, [1],
Fig. 1. Unfortunately, the airplane is deficient in some important flying and
maneuvering characteristics which are supposed to have been computed by the
manufacturer. By reason of making up for the missing data, the proposed study
aims at retrieving aerodynamic characteristics of Mugin-3M UAV wing airfoil,
such as the static pressure coefficient. The initial data are airfoil geometry,
Reynolds number, and angle of attack. The airfoil geometry was politely submitted
to the author by a Mugin Ltd. correspondence clerk.

The proposed study follows a computational algorithm thoroughly
described by Katz and Plotkin in their famous textbook [2] and implemented
further by a computational code developed in ForTran. In order that infringement
of proprietary rights can be avoided, alternative source code has been developed in
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C sticking rigidly to the same algorithm of computing the induced velocities and
proposing an alternative for working out a solution to the linear algebraic system.

Fig. 1. Mugin-3 3220 mm UAV V-tail platform frame kit, [1]

Method
A few major stages during solution workflow are outlined below.

Discretization of geometry

At first, the airfoil is divided into finite number of panels in accordance
with what is depicted in Fig. 2. A circle is drawn with center placed at the chord
middle and radii of half a chord. Copies of the radii are evenly distributed in a
circular pattern around the center point so as to obtain the so-called polar array, [3].
Each copy of the radii intersects the circle at a point which is further connected to
the mirror one across the abscissa by a vertical line (dash). Wherever a vertical line
intersects the airfoil contour, the panel end point is defined. This method makes the
panel end points close up (concentrate) in the vicinity of both leading and trailing
edges where the flow parameters change intensively.

Z\

eI SN

>

Fig. 2. Dividing an airfoil into panels

158



Computation of influence coefficients

A boundary condition imposed on the problem under consideration implies
that normal flow component is not allowed through the airfoil contour. The normal
velocity component at each collocation point C;, Fig. 3, could be divided into a
self-induced and a free-stream part, [2]. The former quantity is computed by

1 z z
u =— —

Po2x| (x-x) 422 (x-x) 42
(D - .

-1 X=X X—X,

Y I TP S

where u, and v, denote induced velocities computed in a local (panel) coordinate
system, X;, X, denote panel end abscissas (z; = z, = 0), X, y denote collocation point
coordinates. In Fig. 3, the local coordinate system (&, C), aligned along the panel j,
is visible, so is the collocation point C; (at panel middle). A nested loop is required
to compute velocities induced at all collocation points by all panels, thus deriving a
system of linear equations. The quantities u, and v, must be remapped back to the
global coordinate system (X, Z) prior to computing the influence coefficient

2) a, = (u,v)ij n,

which is essentially an element of left-hand side of the system equations. The latter
quantity (free stream) is a dot product of free stream velocity and normal vector in
global coordinate system

(3)  RHS =—(U,.V,)n,

which in turn belongs to the system right-hand side.

ZA

Ti= = iy

C. Mz Taer T
d Hy-r 4 ,u £
N-1

| M-z i

[ i L
5}‘ / Hy - o | Hz| Hy X it

3 =
rs r, r;

Fig. 3. Airfoil of Mugin 3, 15% thickness, and wake panel, [2]
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After computing the aforementioned quantities, following linear non-
homogenous system of equations is obtained:

a, ai .- e 1 AN Ay ||| # RHS,
a,, a,, 1 a N Gy ||| RHS,
@ : : . : : : _
Ayagp Ayan oo a0 Ayan Ayow||||Hv= RHS,
Ay, Ay, .- o ay N Ay w ||| Hv RHS,
1 0 -1 1 7. 0

System (4) is augmented further by Kutta condition implying that circulation at the
trailing edge should be zero. However, according to Fig. 3, the vortex strength at
the trailing edge is found to be —I" = w; — pn, [2], hence a wake panel is required to
meet the condition requirements, i.e.

() (= pty)+ 4y, =0

Equation (5) is added to the last row of system (4). In addition, a column is added
to the matrix of coefficients denoting velocities generated by the wake panel (index
W) at the collocation point (index i). The system is said to be well defined and
stable in terms of numerical solution, [2].

Solving a linear algebraic system

Having computed the influence coefficients, a non-homogenous linear
algebraic system (4) is obtained in terms of doublet strength p distribution along
the airfoil contour. In the current study, a direct method of compact lower — upper
(LU) factorization / decomposition of matrix A was employed to work out solution
to the system (1). In general, there are three types of factorization thoroughly
described in textbook [4]:

e Doolittle if U matrix has 1s along its diagonal. In this case, the matrices
elements might be solved for by means of following formulae:

k-1
u, =a, —Zlkpupj, j=kk+1,...,n
p=1

(6) k-1
aik _zlipupk
ly=—""——, j=k+l..n
Uy
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e Crout if L matrix has 1s along its diagonal. For the matrices elements at
step k it follows:

p=1
(7) k-1
ay _Zlkpupi
U :‘;;1, j=k+1,..n
Kk

(8) ‘ Ly

1

. 2

Upe = 4| — Zlkp
p=1

The Cholesky decomposition is solely applicable to a Hermitian (self-adjoint),
positive-definite matrix.

The basic concept of the LU decomposition is constructing lower and
upper triangular matrices for the following equation to be true:

9)  A=LU..LUn=b

The aforementioned decomposition might be used to solve for the unknown vector
Up =y first, [5], i.e.

(10) AuzL(Uu)zLyzb
Then, the obtained intermediate vector y is to be used to solve for the vector p
(11  Up=y

The LU factorization is only possible if inverted matrix exists, i.e. det(A) =0

1
12 A71 -

et(A)

adj(A)
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Secondary quantities

Having computed the doublet distribution along the airfoil, it is possible to
work out values of some secondary quantities, [2], as follows:
e Perturbation tangential velocity in terms of induced velocities

N+1

(13) qt,i :Z(u’w)i,j ti

=

e Pressure coefficient

2
(14 C,, = 1——(Q’°°Qiq’ )

In formula (14), Q. stands for the dot product of free stream velocity and panel i
unit tangent vector.

Source code description and results validation

The source code was built by Tiny C Compiler, [6]. In Fig. 4, the header
file included in the solution might be seen. Apart from the function prototypes, an
alias of a structure is defined. The structure contains main geometric quantities of a
panel. These include pointers to dynamically allocated arrays containing panel end
points, normal and tangent vectors, and collocation point. The header file also
contains a function-like macro IX(i, j) taking row and column indexes (i, j) as
arguments. Throughout the source, one-dimensional arrays are solely used even in
case of matrix of coefficients (left-hand side) of system (4).

Briefly, the software work sequence is following. An array of type
myPanel is dynamically allocated containing as many panels as necessary (function
void *malloc). All fields within a single panel are initialized by means of a text file
containing airfoil panels coordinates. For the airfoil to be divided according to
algorithm depicted in Fig 2, using a CAD software is recommended, for instance
AutoCAD. Then the algorithm proceeds to computing each panel geometrical
quantities, function geom(). The next step consists of two nested loops intended to
compute velocities at current collocation point induced by current panel, function
influenceDueToDoublet(). As it was mentioned earlier, the collocation point is
placed at the panel center. Having computed the influence coefficients, a method of
working out a solution to the non-homogenous linear system is invoked, function
Doolittle(), Crout(). Eventually, results are exported to an stdout device and all
allocated structures and arrays are freed, function free().

Broadly speaking, the header file shown in Fig. 4 is self-explanatory.
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#ifndef DEFS H
#define DEFS H

#define I 80
#define PI 4. * atan(l.)

#define COLS (I+1)
#define IX (i, J) (i) * COLS + jJ

typedef float real;

typedef struct panel ({
real *x, *y;
real *n, *t, S;
real *c, *p

} myPanel;

myPanel* createPanels (int N);

int deletePanels (myPanel *foo, int N);

real* makelDarray(int N);

int deletelDarray(real *foo);

int geom(myPanel *foo, char *type);

void influenceDueToDoublet (myPanel *foo, real x, real y, int i, int 7j,
real *u, real *v);

real* Doolittle(int N, real *a, real *b);

real* Crout (int N, real *a, real *Db);

real* Cholesky(int N, real *a, real *b);

#endif

Fig. 4. A header file included in the developed software

In order to estimate the program ability to work out a solution in advance, a
validation case was carried out about an ideal flow around a cylinder, 2D. The
cylinder had been previously divided into 80 panels. It is widely known that the
distribution of coefficient of pressure along the cylinder surface might be estimated
according to following formula, [7]

(15) Cp=1—4sin26?

where 0 is a polar angle of which the coefficient C, in (15) is solely dependent.
Formula (15) is derived from Bernoulli’s equation for total energy conservation of
ideal gas flow, i.e. in case of inviscid, incompressible, irrotational flow.

In Fig. 5, the solution of system (4), i.e. doublet distribution, is shown, so
is the static pressure coefficient distribution, Fig. 6, computed by means of formula
(14). For this particular test case, o.= 0 deg, Q,, = 1, cylinder diameter (chord) = 1.
Evidently, both numerical (14) and exact (15) solutions coincide, Fig. 6. The
numerical solution does not include a zone of flow separation for an obvious
reason, i.e. a boundary layer does not emerge in case of ideal gas flow.
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Doublet distribution
15

0.5
0 rad
0

-0.5

-15

Fig. 5. Doublet distribution, circle, o. = 0 deg, Re = 66177

Static pressure coefficient

Fig. 6. Static pressure coefficient, circle, a = 0 deg, Re = 66177
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Numerical results

In Fig. 7, numerical solution of system (4) regarding Mugin wingfoil is
shown. Test case details are outlined in the caption below the figure.

Doublet distribution
25.8

256
25.4
252

25
24.8
24.6

24.4
0 20 40 60 80

Fig. 7. Numerical solution of (4), Mugin 72 panels, Crout LU, o = 10 deg, Re = 66177

In Fig. 8, the static pressure coefficient is shown regarding the same test case.

Static pressure coefficient

Z

Fig. 8. Static pressure coefficient, Mugin 72 panels, a = 10 deg, Re = 66177
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Concluding notes

Apart from static pressure coefficient, other secondary quantities might be
computed, such as total lift and moment. Recalling the Kelvin’s theorem, the total
lift might be computed by taking the wake doublet strength, obtained after solving
system (4). Bearing in mind small initial quantities Q,, = 1 m/s, p = 1.2 kg/m’ py =
—0.386 m*/s, 1 = | m, then, following Joukowski theorem L = —pQ..pwl = 0.465 N.
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HPUJIOKEHUE HA METOJA HA IMCKPETHUTE JIUITOJIN
CIIOCTOSIHA UTHTEH3UBHOCT 3A AHAJIN3 HA CTAIIMOHAPHO
TEYEHHWE OKOJIO KPUJIEH ITPO®NJ

K. Memooues

Pe3rome

B HacTosaTa craTus e mpriiokeH 4uciieH (TaHelIeH) MEeTO/I 32 aHalIu3 Ha
JBYMEPHO TEUYCHHE Ha HMJICAJICH a3 OKOJIO KpuiieH npoduit. OTHaYano npopuirbT
Oellie paszieieH Ha KpaeH Opoli maHenu. BrociencTeue maHenauTe 0sixa 3aMEHEHH
OT JUIOJH C MOCTOSTHHA MHTeH3WBHOCT. JloOaBeH Oeire u maHen (ciema) KbM U3-
xonsamus pb0 Ha TIpoduia, 3a 1a ce yIOBIETBOPpHU yciIoBrueTo Ha Kyra.

3a ;ma ce peanm3upa TO3W aNTOPUTHM, YHCIICHA peanu3anus Oerre pas3pa-
0oreHa u kommumpana Ha Tiny C Compiler. 3a fa ce pemm 4uciIeHo morydeHaTa
JIMHEHA HEXOMOTeHHA CHUCTeMa yYpaBHEHHS, Oellle MPIIIOKEH JTUPEKTeH METO]] Ha
LU-nexomno3unus Ha Marpuiara koedwuimentd, a umenHo Crout, Doolittle,
Cholesky.

[TomydenuTe pe3ynraTi ca BaTUAMPAHU C TOYHO PEIICHUE U TIOKA3aHH 3a
pa3IM4YHU CTOMHOCTH Ha bI'bJia HA aTaka U YUCJIOTO Ha PeitHomc.
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Abstract

This present work focused on new nozzles design method, based on the characteristics
method, which is a technique method to reduce a partial differential equation to linear differential
equations along which the solution can be integrated from initial conditions. The latter is developed
under the real gas theory, because when the both pressure and temperature of a gas increases, the
specific heat and their ratio do not remain constant anymore and start to vary with the gas
parameters. The gas doesn’t stay perfect, and it becomes a real gas. The presented equations of the
characteristics remain valid whatever area or field of study. With the assumptions that Berthelot’s
state equation accounts for molecular size and intermolecular force effects, expressions are
developed for analyzing the supersonic flow for thermally and calorically imperfect gas. The
resolution has been made by the finite differences method using the corrector predictor algorithm. As
result, the developed mathematical model used to design 2D minimum length nozzles under effect of
the stagnation parameters of fluid flow. A comparison for air with the perfect gas PG and high
temperature HT models on the one hand and our results by the real gas theory on the other of nozzles
are made. An important gain of length and weight can rise up to 40% and 20% respectively. It is in
this context that Minimum Length Nozzle (MLN) nozzles for aerospace engines based on real gas
theory were developed to achieve maximum thrust with the smallest possible nozzle weight (minimum
length).

Introduction

In mathematics, the characteristics method is a technique for solving partial
differential equations. Particularly suitable for transport problems, it is used in
many fields such as fluid mechanics or particle transport [1]. In some particular
cases, the characteristics method may allow the purely analytical resolution of the
partial derivative equation. In more complex cases (encountered for example in
modeling of physical systems), the characteristics method can be used as a method
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for the numerical resolution of the problem. For a first order partial differential
equation, the characteristics method looks for curves called characteristic lines or
more simply characteristics along which the partial differential equation is reduced
to a simple ordinary differential equation. The resolution of the ordinary
differential equation along a characteristic makes it possible to find the solution of
the original problem.

The need for improving the performance of supersonic nozzles plays a very
important role in the field of propulsion and aerospace engineering. The supersonic
nozzle contains a very important weight in an engine, including missiles and
supersonic aircraft [2]. The weight of the nozzle can reach 80% of the total weight
of the engine [3, 4]. So it's interesting to find physical solutions generally to the
different problems for improving performances. The performance of a supersonic
nozzle is usually the mass of the structure, the thrust coefficient, the exit Mach
number delivered, since the design of the nozzle is made on the basis of a non-
viscous fluid.

Among several known types of nozzles in aerospace industry. it is expected
that there are about twenty forms of nozzles; one is interested in our work with the
nozzle with centered expansion or by the Minimum Length Nozzle (MLN) nozzle
[5, 6], for reason that the international construction of several aerospace projects
currently use this type of nozzle [7]. The resolution of the conservation equations is
done in the first step by the characteristic method in order to transform these
equations to simplified coupled nonlinear algebraic equations according to
privileged directions called the characteristics. In this case the equations obtained
are considerably simplified, but the mesh calculation becomes very complex [8].
The mesh generation is done in parallel with the calculation of the parameters of
the flow.

After a literature search, it has been noted that the majority of published
work in the field of supersonic nozzle design is based on the use of two models
which are either the perfect gas model with constant specific heat CP [9, 10] or the
high temperature model when CP is a function of temperature [11]. These
assumptions will not take into account the real behavior of the gas when the
stagnation pressure is high. In this case, the mathematical model of the calculation
changes and must be completely revised.

With the advent of space propulsion, engine manufacturers were
constrained by a specification limiting the weight and length of the diverging part
of a nozzle, to be defined, according to the optimum of the sections ratio and the
weight, while trying to minimize thrust losses compared to the ideal nozzle. The
problem encountered in aerospace applications is that the use of nozzles designed
on the basis of the perfect gas assumptions degrades the performance desired by
this nozzle [12]. If we take measurements by experience, we will find values
different from those determined by calculation; especially if the stagnation
temperature and pressure of the combustion chamber are high. As current and
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future rocket engines have to be adapted to high pressures and temperatures, the
concept of an ideal nozzle is excluded because it would lead to a length and a
weight of the divergent which are prohibitive [13]. Engine manufacturers
constrained by a specification limiting the weight and length of a space engine
nozzle are led to seek an optimum of the thrust-to-weight ratio for a fixed sections
ratio.

In this work, we will present the method of design and dimensioning of
two-dimensional centered expansion type nozzles or MLN nozzles using the new
form of method of the characteristics. We have added the effect of the gaseous
imperfections on all parameters and then the method becomes a function of the
temperature and the density, and strongly stays valid when the stagnation
temperature and pressure of the combustion chamber are high, lower than the
dissociation threshold of the molecules.

Materials and Methods

The application of the minimum length nozzle with straight sonic line is
used for hypersonic wind tunnels as well as rocket motors [14]. The study is
limited for the case of the two dimensional minimum length nozzles.

y E

YV
1
(0]

Fig. 1. Presentation of the flow field in the bidimensional centered expansion nozzle

Fig. 1 illustrates the general scheme of the minimum length nozzle with
straight sonic line and represents the characteristics of the flow field in different
regions [5]. This nozzle is called a centric expansion nozzle (MLN). The flow
between the throat OA and the uniform region BES is divided into two regions.
The OAB region, called by Kernel region, is a region of non-simple waves. The
triangular region BES is a uniform flow region with exit Mach number Mg. In this
contest, the wall, at the throat, is inclined at an angle g.
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For a supersonic, irrotational, adiabatic flow, the characteristic method
gives the following equations, called equations of characteristics and
compatibilities [6]:

According to & (1-3):

d(v+9):55in9.sinyd§
o Y
d—iztan(@—,u)

According to 1 (2-3):

d(v—H) =5sin9.sin,ud77
@ Y
d—zztan(6+y)

Equations (1) and (2) are valid for C" and C*, respectively, as shown in
Fig. 2. In the real case, the characteristics are curved, and if the mesh is fine so that
the points are close to each other, we can bring the curvature by a straight line, the
calculation will be on the lines of Mach named & on characteristic C' and n on
characteristic C* as shown in Fig. 2.

1

Fig. 2. Illustration of characteristic lines and Mach lines.

The relationships in the system of equations (1) and (2) are developed for
our model in previous work:
The new form of Prandtl Meyer function is given by [15]:
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The specific heats ratios at constant pressure and volume [16]:
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The flow and sound velocities [16, 17]

® v py=2le (m-T)rrO|—1 1 |4 [p—p“}r[p‘)—pj
O K [1 @] [1 [T’L\J] ) e
—e —e
pzT a+R]2
©) ) RT  2ap 72 p(1-bp)
a(T,p)= 5= +— _
(=bp) T
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The Mach number and the Mach angle are given by [10]:

2 (2 2
ao M (T, p)=(VA(T, p)/ C3(T. p))

an H (T, p)= arcsin(l/M(T,p))

The integration of the systems (1) and (2) gives:

According to & (1-3):

T, > i) 2
[0 il § 2T 0 a1
P

VAT, p) VAT, p)

12y |s .
J’5 sin@.sin 1 dr

y.cos (60— )
A3
yi—y = Itan(& )dx
X

According to 1 (2-3):

M (T.p)-1 T MA@ p)-1
(T.p)- .CP(T,p)]dT +j[—#.qa,p) dp—(6,-6,)=
P2

7{ VAT, p) VAT, p)
(13) '
J- sm&sm,u
y.sin 9+,u

V3= Yy = Itan(9+y)dx

*

When our systems have five unknowns (x, y, 8, T and p), we need to add
another equation presented as follows:

According to & (1-3):

(14) fl_—CT(T’p) dpz.f TP |
p a’(T,p) 2L @ (T, p)

P

According to 1 (2-3):
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3
(15) IF—%(M)} I[C o7, p)}
Lo a(T.p) a*(T, p)

As mentioned, the characteristics C- and C + are curves, the application of
the method of the characteristics obliges to introduce a fine mesh in order to
approximate each characteristic between two points by segments of straight line
[18]. The properties (x, y, T, 0, p, P) at a point of flow field can be determined
from those of the two points connected with the point considered by the

characteristic lines which precede it. For example the properties in point 3 of Fig. 2
can be determined from those of points 1 and 2 which connect them.

Error of Perfect Gas and High Temperature Models

The mathematical perfect gas model is developed on the basis to regarding
the specific heat Cp and ratio Y as constants, which gives acceptable results for low
temperature. According to this study, we can notice a difference on the given
results between the perfect gas model and the developed model. The error given by
the PG model compared to our RG (real gas) model can be calculated for each
parameter. Then, for each value (Po, To, M), the € error can be evaluated by the
following relationship [19, 20]:

Parameterpg . ur (PO,TO,M )
(16) EParameter (%) =|1- “ x100
Parameter RG(PO,TO,M)

As a rule for the aerodynamic application, the error should be lower
than 5%.

Results and Comments
Effect Of Discretization And Mesh Refinement On The Convergence

Fig. 3, shows the steps of the mesh by the insertion of the additional
characteristics Ni between the sonic line and the first descending characteristic as
well as the injection of a condensation function A between the two last descending
characteristics, the final quality of the mesh of the 2D MLN nozzle for A8 = 0.6°,
Ni =10 and A = 8. It can be said that the number of Nc¢ points found on the last C-
depends on the exit Mach number, the stagnation temperature Ty, the stagnation
pressure Py, the step A0, the number of inserted characteristics Ni, the coefficient of
condensation A. Note that it is very interesting to refine the mesh on the wall in the
vicinity of the neck, because the nature of a supersonic flow determines the
properties at a point as a function of two points which are upstream. Then, a poor
presentation of the wall at the thoat will propagate and enlarge the errors at the exit,
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and therefore, we will determine a bad pace of the wall. The control of the results is
done by the use of the ratio of the sections which remains always valid since the
flow at the exit of the nozzle is uniform and parallel.

Fig. 3. Refinement of the mesh in the Kernel zone of the MLN 2D nozzle with the effects
of the insertion of additional characteristics Ni and the condensation coefficient A

Effect Of The Stagnation Conditions To And Py On The Wall Shape

Fig. 4, represent the variation of the nozzles shape y / y* obtained when the
exit Mach number Ms is equal to 1.50, 3.0 and 6.0 given respectively by the
stagnation temperatures To = 1 000 K, 2 000 K, and 3 000 K and for the stagnation
pressures Py = 1 bar, 10 bar, and 100 bar, as a function of the abscissa number x /
y*, of the RG model compared to the PG and HT models. We note that the increase
of the ratio x / y* for different models leads to an increase of y / y *, we also note
that the variation of the stagnation temperature for the values Py = 1 bar, 10 bar and
100 bar, influences on the ratio y / y*, the shape decrease when Py increases, which
is not the case for the PG and HT models, this reduction is more important and
remarkable when the stagnation pressure Py and the exit Mach number are high
(see Fig. 4.f ), hence the need to use the RG model to correct the results, and to
show the effect of the stagnation pressure Py on the design. Between the figures
presented, we can say that if the stagnation pressure Py increases, the difference
between the GP, HT models and our RG model enlarged and becomes
considerable, independently of the exit Machnumber Ms, or from Ms > 2.00 for any
pressure Po. This limit can be found if we choose an € error less than 5%.
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Fig. 4. 2D MLN nozzle shapes for some exit Mach number values

Variation Of The Parameters Through The Nozzle

Fig. 5 represent the variation of the Mach number along the wall of the
nozzle as a function of the ratio x / y*, for the HT, GP and RG models. We can
clearly remark that the increase in the Mach number for M = 1 at the collar at
M = M* just after the expansion, then at M = Mg at the exit section of the nozzle.
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The example taken here is for My = 6.00. There is an uniform Mach number
constant along the wall near the throat regardless of Ty and Py, which is interpreted
by the existence of a nearly uniform flow zone in this region for this type of nozzle.
The increase in the Mach number through the wall is interpreted by the expansion
of the gas to the exit section.

Im (waLL)

HT T,=1000 k
—— HT T,=2000 k
—— HT T,=3000 k

RG T,=1000 k
—— RG T,=2000 k
—— RG T,=3000 k

T T T T T T T T T T
o 2 4 6 8 10 12 14 16 18 20
x/Yy.

Fig. 5. Variation of the Mach number along the wall of the nozzle for Mg = 3.0

Conception Parameters

Figs. 69 present, the variation of the Kernel zone length, the total length,
the nozzle structure weight and the exit section area of the nozzle respectively, as a
function of Mach number Mg and Ty, for GP, HT and RG models, it is noted that
the more the nozzle delivers a high exit Mach number, the higher these results
become important. The purpose of the presentation of this variation is that, from
the length of this zone, one can deduce the length of the nozzle directly without
making the calculation of the flow in the transition zone. Always note that the
curves are confused at low Mach number up to about Mg = 2.00. From this value,
the curves start to differentiate, and the results obtained by our RG model are away
from those obtained by the HT model when the temperature Ty increases, we can
say that the perfect gas theory gives good results if this condition is verified. From
these results it can be said that there are significant gains in the length and weight
of the nozzle.
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Fig. 10 shows, the variation of the thrust coefficient Cr versus exit Mach
number, for HT, PG and RG models, we note that the increasing the Mach number
for different models leads to an increase of thrust coefficients, and the variation of
the stagnation temperature, e.g. for 7o =1 000 K, 2 000 K, 3 000 K, influences the
Cr values. Therefore, the Cr coefficient increases when 7p increases, which is not
the case for the perfect gas model. Otherwise, if the exit Mach number is less then
Mg = 2.0, we note that the three PG, HT and RG models are confounded, and
moving away when Ms increases. For instance, if M, = 5.0 and 7o = 3 000K,
Cr = 1.65234 for the PG model, Cr = 1.73381 for the HT model, Cr = 1.73004 for
RG model, with a relative error between the HT model and for our RG model equal
to ¢ = 1.22%. Therefore, when the stagnation parameters increases the thrust
coefficient Cr obtained by the RG model moves away from those obtained by HT
model, which shows the effect of the stagnation parameters on the nozzle
performances.
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Fig. 10. Variation of the pressure force exerted on the nozzle wall
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Results On The Conception Errors

Fig. 11 presents, the variation of the relative error given by the length and
the exit section area of the nozzle given respectively by the generating
temperatures To = 1000 K, 2000 K, and 3000 K, it is clear that the error depends on
the values of To and Mk , and increases if Mg increases, and decreases if the
temperature Ty increases. For example, if To = 1000 K and Ms = 6.00, the use of
the HT model will give us a relative error equal to € = 36.03%, the latter will
decreases up to € = 15.56% when temperature To = 3000 K for the length of the
nozzle. It is clear that if we choose an error for example lower than 5%, the PG
model may be used, if 7o is less than 1000 K for any value of the Mach number. If
an author accepts an error greater than 5%, he can use the PG model in moderate
interval of M, Py and Ty.

It may be noted that, at low values of Mg, the error ¢ is small. In these
figures we find the error below 5%. This position is interpreted by the possibility of
using the PG model for the aeronautical applications, if we accept an error less
than 5%. Otherwise, if the temperature 7o is low, the error increases progressively,
in this case, we can use the PG model independently to the temperature 75, when

the Mach number does not exceed M = 2.0 with an error of about 5.5%.
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Fig. 11. Variation of the relative error given by the length and the exit section area
of the nozzle
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Conclusion

From this study, we can highlight the following points:

If we accept an error lower than 5%, which is generally the case for
aerodynamic applications, we can study a supersonic flow using the relationships
of a perfect gas, if T is less than 1000 K for any value of the Mach number, with a
stagnation pressure well definite and moderate.

The PG model is represented by explicit and simple relations and does not
require much time to make calculation, which is not the case for our RG model,
where it is presented by solving a nonlinear algebraic equations, solving a nonlinear
algebraic equation system formed by three equations and derivation and integration
of a complex analytical functions require and take more for calculation time and
numerical programming and data processing.

At low temperature, the difference in results obtained between the PG and
RG models is small, which gives the opportunity to study RG flow using the PG
relations, especially when Py increases. By cons, when 7p increases, the PG theory
starts to give results moving away progressively from the real cases, where we
need to use the RG model.

At low pressure, the difference in results obtained between the HT and RG
models is small, which gives the opportunity to study RG flow using the relations
HT, especially when Ty increases. Otherwise, when P increases, the HT theory
starts to give results moving away progressively from the real cases, where we
need to use the RG model.

If the MLN 2D nozzle of the RG model all deliver the same exit Mach
number Mg as delivered by the MLN 2D nozzle for HT and GP models, they all
however have a mass lower than it. This gain in mass can increases up to 20%,
which is very significant in aerospace applications. But their thrust coefficients
remain constant because they have the same exit Mach number M.

Significant gains was found on Kernel length and the total nozzle length, as
well as the nozzle exit section area and the nozzle structure weight, then an
improvement in nozzle performance by reducing the volume occupied by the
nozzle and its mass, this variation of the weight can replace the increase of the
payload of the apparatus.

Since the flow at the exit section is horizontal, the nozzle may be truncated
to a section having a velocity deviation of one or two degrees. In this case, we
make a large gain in mass and reduce the weight. The flow at the exit of the
truncated nozzle becomes inclined in the vicinity of the wall, and in this case the
pressure force exerted on the inner wall of the nozzle will decrease slightly.
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HOBBII METOJI TU3AMHA JIUISI BLICOKHX YCJIOBHH,
MPUMEHSIEMBII HA COIIJIAX MUHUMAJIBHOM JJIMHBI

M. Pynan, M. Canxu, A. Bymepur

AHHOTAIIUSA

Pestome, HacTosimas pabora cocperoToueHa Ha HOBOM METOZE NPOEKTH-
pOBaHUs COIell, OCHOBAHHOM Ha METOZAE XapaKTePUCTUK, KOTOPBIA MpPEACTaBIIET
co00¥ TEXHHYECKUI METOH ISl CBEJIEHUS] YPaBHEHHS B YACTHBIX MPOM3BOIHBIX K
TUHEHHBIM U depeHaIbHbIM YPABHEHUSIM, TI0 KOTOPHIM PEIICHUE MOXKET OBITH
WHTETPUPOBAHO W3 HavdaubHBIX ycnoBuid. [locnmennuit Obul pazpaboTaH B COOT-
BETCTBUU C TEOPUEH PeasbHOro ra3a, IoTOMY 4TO, KOTJa JaBJIeHUE U TeMIIepaTypa
ra3a yBEIWYHBAIOTCS, yHeJbHAs TEIIOEMKOCTh M MX COOTHOIIEHHE OoJiblle He
OCTaIOTCA MOCTOSHHBIMU M HAYMHAIOT U3MEHSATHCA B 3aBUCUMOCTH OT NapaMeTpPOB
rasa. ['a3 He ocTaeTcs MAEAIBHBIM, U OH CTAaHOBUTCSI HAcTOSIIUM rasoM. llpen-
CTaBJICHHBIE YPABHEHHUS XapaKTEPUCTHK OCTAIOTCS B CHJIE HE3aBHCHMO OT 00JIacTH
Wi obinactu uccienoBanus. Mcxons ©W3 MPeNoNoKeHHs, 4YTO ypaBHEHHUE
coctosiHUs beptno yuuteiBaeT pasmep MoNieKynd U 3(PQeKTh MEKMOIEKYISIPHBIX
CWJI, pa3paboTaHbl BRIPAKEHUS JJIS aHaIM3a CBEPX3BYKOBOTO IOTOKA JUJISI TEPMHU-
YeCKM W KaJJOPUYECKH HECOBEpIIEHHOro Tras3a. PaspemeHne ObLTO BBITIOJIHEHO
METOJIOM KOHEYHBIX Pa3HOCTEH C MCIOJIb30BAHMEM aITrOpUTMa KOPPEKTOpa-Npes-
ckazatens. B pesymbraTe Ha OCHOBE pa3pa0OTaHHOW MaTeMaTHYECKOHW MOJAEIH
CIPOEKTUPOBAHBI JBYXMEPHBIE COTNIA MUHIMAJIBLHOW JUTMHBI C YIETOM TTapaMeTPOB
TOPMO>KEHHUS NOTOKA KUAKOCTU. CrenaHo cpaBHEHHE IS BO3AyXa C HACATbHBIM
razoMm PG u BeicokoTemneparypabiMu Moaensmu HT, ¢ ogHO# CcTOpOHBL, 1 Hamu
pe3ynbTaThl O TEOPHH PEaJbHOro Ta3a, C JAPYrod CTOPOHBI, AJIS COMelN. 3HA4H-
TEJIHHBIN IPUPOCT JUTMHBI U Beca MoxkeT gocturats 40% u 20% cooTBETCTBEHHO.
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Abstract

Several studies present how serrated rotor blades mix wakes in order to attenuate noise
levels. The current paper analyses how this geometry, applied on the trailing edge, affects the global
parameters of a transonic axial compressor impeller. Innovative solutions tackling the rotor-stator
interaction mechanism in an axial compressor for noise reduction include serrated trailing edges.
Inspired by chevron nozzles, serrations can be transferred to the open-rotor concept in order to
reduce tonal noise. Throughout the study we will be focusing on aerodynamic loss estimation while
being mindful of the mechanisms which lead to rotor-stator interaction noise, without assessing its
per-se effectiveness for noise mitigation. Owing to its qualitative experimental data availability,
NASA’s Rotor 37 was chosen as a baseline. A set of fully viscous 3D simulations, using the SST
k-omega turbulence model and RANS, was carried out to this effect. Spatial discretization was made
using a fully structured pre-mesh in order to optimize resolution and accelerate convergence. Full-
factorial samples were generated for the geometric variations in order to capture the aerodynamic
implications of this concept. Overall, the analysed case provides promising perspectives, pending
optimization studies and experimental tests thereof.

Introduction

Current concerns regarding the state of the art referring to transonic axial
compressors mainly relates to optimization solutions and development ideas that
can help in engine downsizing, without adversely impacting performances [1].
Understanding flow phenomena through the axial compressor is of vital importance
in the context of modern growth, as most optimization methods rely on flow
control through various methods (for example design modifications) [2].

Blade optimization represents a problem of interest in the aerospace
engineering field as it may consistently improve overall performances of the
propulsion system and its components. Hence, there are multiple innovative
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approaches considering blade improvement that can prevent loss and malfunction
in axial compressors [3] and many recent studies concentrate on blade shape
optimization using CFD methods.

A well-known and largely used transonic axial compressor test case for
optimization is NASA’s Rotor 37. First, it was tested as a single stage by Lonnie
Reid and Royce D. Moore in 1978 [4], then again in 1980, this time as an isolated
component [5] and so its geometry began to be identified by NASA and other
developers in the field as Rotor 37 [6].

This test case is still a present topic and represents an important evaluation
base in terms of overall performances and parameters for studies using CFD codes
and other modern computational methods. Some researches based on the Rotor 37
case are [0, 7]. Centralized data for Rotor 37, including overall performances and
parameters of interest, is presented in Tab. 1.

Table 1. Design Overall performance parameters for Rotor 37, [5]

Parameters Value
Rotor total pressure ratio 2.106
Rotor total temperature ratio 1.270
Rotor adiabatic efficiency 0.877
Rotor polytropic efficiency 0.889
Rotor head rise coefficient 0.333
Flow coefficient 0.453
Airflow per unit frontal area 100.950
Airflow per unit annulus area 200.549
Airflow [kg/s] 20.188
RPM 17 188.700
Tip speed [m/s] 454.136
Hub-tip radius ratio 0.70
Rotor aspect ratio 1.19
Number of rotor blades 36

In paper [8] is presented an attempt to create an optimized design for the
Rotor 37s blade. The proposed shape for the blade aimed to slightly improve
aerodynamic performances compared to the results provided by NASA’s technical
reports mentioned above.

In the context of modern development, studies have been carried out
concerning optimization solutions for rotor blades. Those address both overall
performances of the rotor and also mitigation of tonal sound or broadband sound
that occurs in the compressor’s rotor [9].

General Electric brings an innovative proposal that consists of using
serrated fan blades in order to attenuate noise levels. This technique should not
have a negative impact on the effectiveness of the engine or its performances, they
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claim [10]. For a better understanding of their invention, Fig. 1 is provided from
the original patent.

34

w468

Fig. 1. Isometric and side view of an isolated fan blade embodiment [10]

The flow through an axial fan stage is analyzed by J. M. Fernandez et al. in
paper [11], using a LES based simulation to assess better understanding of rotor-
stator interaction in the fan stage.

Jet engines have benefited from chevron technology for noise reduction
ever since its advent. Since the successful implementation of chevrons for turbofan
engines, other jet related applications arose such as jet pumps for ventilation
[12, 13].

Hence, several studies exploited chevron patterns in order to obtain
solutions regarding noise attenuation for a sustainable development.

For example, trailing edge serrations were used in the improvement of an
open-rotor. Their purpose was to mitigate tonal interaction noise. The results of
steady-state RANS simulations concluded that this approach was successful in
providing acoustical optimization [14].

Another recent study analysed the effects of leading edge serrations, taking
into consideration overall aerodynamic performances and the impact on noise
levels. For the tests conducted a wind tunnel was used. This research concluded
that leading edge serrations can provide the attenuation of turbulence-interaction
broadband noise when they are carefully optimized. Furthermore, there is
introduced the concept of curved-serrations. The authors claim that their study can
serve as a baseline in future attempts to develop new techniques in the area of noise
control [15].

In the current paper, the main purpose is to study the influence of trailing
edge blade serrations on a rotor impeller. To this extent NASA’s Rotor 37 is used
as a baseline, as its geometry is available for such test cases. 3D viscous
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simulations are carried out on the baseline geometry and three modified
configurations, using the commercial CFD software Ansys. Details regarding the
mesh and the used scheme are presented in the next section. Regarding the chevron
characteristics, they are distributed along one third of the upper side of the blade
and several configurations are studied: with two, three and four chevrons,
distributed equally on the mentioned region. This approach allows assessing
insightful information about how the number of serrations can affect the global
performances of the rotor.

CFD Setup

Two batteries of CFD cases are carried out in order to assess chevron
influence on aerodynamic behavior of the high performance transonic axial
compressor. Four geometries were considered: the baseline plus three altered
chevroned trailing edge blades. A minimum of two chevrons were cut from the
original blade progressively, offset from the tip of the blade, being placed on one
third of the upper side of the trailing edge. The other two geometries altered only
the named section, but this time with three and four chevrons.

In order to make the cases comparable, the same mesh topology (Fig. 2 -
right) was used for each geometry, hence a cutoff trailing edge was opted for. Also,
in order to eliminate as much of the secondary flow patterns in that region as
possible, the geometry was considered without the tip gap — hence the rotor was
treated as a shrouded compressor.

Care was taken so that the first element near the wall is consistent with the
requirements for k-omega SST turbulence model used. Also, quality wise, the
skewness as well as aspect and growth ratios were evaluated and made to fit within
the best practice guidelines. The adopted value for y+ was 1 and the growth ratio
was no more than 1.1. Regarding the skewness, a minimum of 20° was set.

The second order upwind scheme was employed in all cases to insure the
greatest accuracy of the model. Air was considered an ideal fluid and the inlet
conditions were ISA total pressure for all simulations.

The first battery consisted of a greater than optimal outlet constant mass
flow of 20.38 kg/s (compared to the 20.188 kg/s value given by NASA’s technical
report in Tab. 1). The decision was taken to study this regime because it will bring
more information to the overall essay regarding a sensitive region of the
compressor map. Functionally, the compressor operates with a nominal static back-
pressure; hence the second battery of tests was carried out with static outlet
pressure of 1.1 atm.

In Fig. 2, the meridional view of the blade with four chevrons is presented
on the left. The baseline and the other two configurations (with two and three
chevrons) are not illustrated, as the geometry with four chevrons was considered to
be the most relevant in serving the purpose of highlighting the area of interest.

187



MERIDIONAL M-THETA

Fig. 2. Meridional view (left) and blade to blade topology of the mesh used (right)

Results

Regarding the 20.38 kg/s batch, for the baseline the isentropic efficiency is
76.54% and the pressure ratio 1.644 compared to the values given in Table 1 by
NASA of 87.7% for the isentropic efficiency, 2.106 for the pressure ratio
respectively.

After synthesizing the constant mass flow cases, we have observed a clear
decrease in isentropic efficiency of the modified stages along with a less dramatic
decrease in total pressure ratio. In Fig. 3 one can see that the slight decrease in
power consumption of the compressor is in spite of a dramatic decrease in
isentropic efficiency and due to a decrease in delivered mechanical work.

An oddity is that the case with 4 chevrons appears to behave better than
the rest of the modified geometries. This indicates that optimal placement and span
of chevrons is not intuitive and must be tested further.
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Fig. 3. Comparison between the functional parameters of the 20.38kg/s batch
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In the plots of Fig. 4, one can see the blade loading at 20%, 50% and 80%,
for all cases at every span, the loading is slightly lower than the baseline. It is
interesting that even near the hub, where the chevrons are not present, the loading
is lower.

On the other hand, there is no lowering of the overall efficiency as seen
when analyzing the downstream entropy generation (Fig. 5 — left) or the evolution
of isentropic efficiency across streamwise locations (Fig. 5 — right). Due to the
vortical structures induced by the chevrons, part of the total pressure is converted
to heat.
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Fig. 5. Entropy across the blade passage (left) and isentropic efficiency evolution (right)

Note that the measurements on the outlet boundary, at streamwise location
1, is not relevant because of boundary effects and should not be considered for
analysis.

The second batch of tests refers to the static pressure outlet of 1.1 atm. In
this case, when comparing the values of the isentropic efficiency (84.77%) and
pressure ratio (1.89 kg/s) for the baseline with the data provided in Tab. 1 by
NASA (87.7%, 2.106 respectively), the accuracy is better than in the previous
discussed case.

One can see in Fig. 6 that the relative power consumption is no longer
linear with the number of chevrons. This is because all parameters vary
independently; therefore each case has a different mass flow, total pressure ratio
and total efficiency.

Although difficult to interpret under these circumstances, the main
conclusion is that the ability to compress the fluid is diminished proportionately to
the span of the chevroned portion. This has little or no bearing on the efficiency
with which the compression is done.
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Furthermore, even though the performances no longer present a linear
dependency with the number of chevrons, the best global results are, as in the
previous case, given by the configuration with four chevrons.

100
W Relative totalisentropic efficiency [%:]
B Relative total pressure ratio [%5]
m Relative power [%o]
W Relative mass flow [%a]
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Fig. 6. Comparison between the functional parameters of the constant backpressure batch

In Fig. 7, the pressure distribution is presented, for the 20%, 50% and 80%
span locations. For all chevron cases, the pressure loading increases slightly,
particularly towards the leading edge on the pressure side. This trend is however
compensated by the lower loading of the trailing edge side and the fact that overall,
the suction side has a higher pressure (lower suction, per se).

Therefore, placing chevrons on the trailing edge shifts the pressure map to
slightly lower pressure ratios. On the contrary, the efficiency map appears to be
unaltered, as seen in the constant mass flow batch.
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Fig. 7. Blade loading across the span of the blade for the constant backpressure batch at:
a) 20% Span, b) 50% Span, c) 80% Span

Conclusions

The current paper explored the use of chevrons on the trailing edge of a
highly loaded, high performance axial fan. NASA's Rotor 37 was selected and
modified by cutting two, three and four chevrons into the trailing edge portion of
the rotor near the tip of the blade. For simplicity, the rotor was considered to be
shrouded in order to eliminate tip gap secondary flows that may interfere with the
chevron induced secondary flow.

Two batches were considered, one with constant mass flow and one
functional, with constant backpressure. To validate the computational methodology
the results were compared with those given by NASA’s technical report discussed
in the introduction, with the data presented in Table 1. The second test case proved
itself to be more accurate.
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The presence of chevrons influences loading across the entire blade span,
even if the effect is more visible closer to the chevrons themselves.

On all cases pressure ratio dropped slightly, along with the power
consumption. Counterintuitive, the efficiency was not altered in any of the cases,
meaning that the small Reynolds number at which the chevrons function helps keep
in check the pressure losses.

In the end, the use of chevrons appears to have a minimal impact on the
functionality of the compressor, keeping the efficiency at a constant level while
decreasing the pressure ratio by unloading the blades slightly. A more in-depth
CFD study, covering the entire speedline would be a logical next step, along with
the use of more sophisticated models such as DES or LES.

Also, in this paper the main emphasis is on the influence of chevron
number and future work should concentrate on assessing the impact the
geometrical characteristics of the chevrons have.

To conclude with, further work may also include a chevron-like trailing
edge treatment such as the incorporation of serrated Gurney flaps which has been
shown to increase pressure ratios of the rotor [16]. This would compensate the
loading drop seen in the current paper. Also, chevron efficiency can be improved
with unconventional devices such as sinusoidal chevrons [17] or rhino chevrons
[18].
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Abstract

Functionally graded materials (FGMs) are currently the subject of great and ever-growing
interest from industry and science, and are widely used due to their advantages. These advantages
are due to their unique properties and, therefore, their many real and potential applications in
various fields of industry, science and everyday life. In this literature review paper, we will briefly
focus on some of the properties of FGMs and on some of the existing and expanding future
applications of FGM in aerospace and related industries. A critical discussion is presented. Possible
future expansion of work in this area is being considered.

Introduction

The present review paper is motivated by a huge interest in the rapidly
developing field of materials science, namely, functionally graded (or functionally
gradient) materials (FGMs). This interest is due to the ability to produce materials
with tailored properties which are suitable candidates for numerous high tech
applications such as aerospace, bioengineering and nuclear industries. Over the
past two decades, the number of publications in the field of FGMs research is
growing exponentially. The information provided has been compiled from the
existing literature on FGMs and it may be considered as a brief introduction review
to the subject mentioned above. Functionally Graded Material (FGM) is an
advanced material that exhibits a gradual change in material properties in at least
one spatial direction. FGMs can be designed for specific properties, functions and
applications.

’ Corresponding author e-mail: a_bouzekova@space.bas.bg
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Overall properties of FMG are unique and different from any of the
individual material that forms it. FGMs are now recognized, by many people, as
important composite materials throughout the world. But they are not only a
special class of composite materials, although some of them today can be
considered as the next step in the development of composite materials. There is a
wide range of FGMs and a variety of their applications, and their number in the
future is expected to increase. In this paper, an overview of some of the most
promising properties and aerospace applications of FGMs is presented.

Definition, origin, classification, methods of production of FGMs

FGMs are an advanced and artificial class of engineered materials
characterized by gradual variation in properties depending on the spatial position in
the material. Functional change occurs in at least one of their properties. The
FGMs area is still under development and the precise definition, classification and
properties of this relatively new advanced class of materials are still not generally
accepted and are constantly being supplemented. FGMs occur in nature as: bones,
teeth, human skin, wood, bamboo etc. The property gradient in the material is
caused by a position-dependent chemical composition, microstructure, porosity,
density, grain size, refractive index, lattice constant, atomic order, etc. The gradient
change in FGMs can be of various types, but it is always continuous and smooth,
and it is never abrupt in all directions of the gradient. In FGMs the composition
and/or microstructure vary in space, following a predetermined law, in one or in
more than one specific space direction.

FGMs are microscopically inhomogeneous materials, such as: composites,
single-phase  materials, two-phase materials, multiphase materials or
nanostructures. Functional properties of FGMs change uniformly at least in one
dimension of the particle, film, joint, coating, nanostructure or a bulk sample.

Due to the continuous gradient in their microstructure, FGMs do not
possess well distinguished specific interfaces or boundaries between their different
regions, as in the case of conventional composite or inhomogeneous materials.
Because of this, such materials posses good chances of reducing mechanical and
thermal stress concentration in many structural elements, which can be developed
for specific applications.

For the first time, in 1970, the general idea for theoretical applications of
graded structure composite and polymeric materials was suggested as a concept by
Bever et al. [1]. However, these works had only limited impact, probably due to a
lack of suitable production methods and technologies for FGMs at that time.

The necessity to bring into practice new materials appears crucial with
space vehicles: on the surface side and the skin plates should have very good heat-
resistance; on the inside however, — high mechanical qualities (e.g. toughness)
were needed. The problem was successfully solved in Japan in the mid of 1980s by
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manufacturing specific composite: metallic matrix and ceramic particles with
graded distribution of these particles. So, the scientific term “functionally graded
material” was first introduced in Japan in 1984 for development and implication of
thermal barrier materials, being developed for the reusable rocket engine [2—4].

The structural unit of a FGM is referred to as an element or a material
ingredient [2]. FGMs can be composed of various elements. Element is a
conceptual unit for constructing a FGM that includes various aspects of its
chemical composition, physical state, and geometrical configuration. The term
element, probably expresses the overall FGM concept best. Elements can resemble
biological units such as cells and tissues. As example: bamboo, tooth, and bone all
have graded structures consisting of biological elements. Examples of typical
elements, of which FGMs can be composed, are listed below:

e chemical - inorganic, organic, ceramic, metal, polymer, alloys,
semiconducting materials, nonmetallic materials;

e physical — electronic state, ionic state, crystalline state, dipole moment,
magnetic moment, band gap, potential well, barrier, quantum well;

e geometrical — granule, rod, needle, fiber, platelet, sheet, pore, texture,
orientation;

e biological — complex macromolecule, organelle, cell, tissue.

Depending on the geometry and cross-sectional area of the produced
material, FGMs can be divided into two main groups; thin and bulk FGMs [5,6].
Thin FGMs are usually in the form of relatively thin sections or thin surface
coatings and have thin cross sections. Bulk FGMs are those with thickness greater
than 1 mm and whose functional properties vary with respect to the gradient profile
of the material.

A separate group of very thin FGMs are low-dimensional nanostructured
FGMs (or functionally graded low dimensional nanostructures) [7-9]. Examples
are semiconductor graded gap quantum wells (QWs) [10] and semiconductor
graded gap superlattices, which electronic structure may tailor for specific
applications. Most often this happens in their structure by graded compositional
and doping changes in the growth direction. These properties enable one to use
these nanostructured FGMs for high-performance room temperature optoelectronic
devices. Moreover, to improve the performance of these optical devices, band
structure modifications have also been investigated. The modification of the well
potential shape (functionally graded QW region) can create different optical
properties and thus optimize nanostructure-based devices compared to
conventional rectangular QWs. In Fig. 1 is presented a schematic band diagram of:
(a) conventional rectangular QW (without grading); (b) linear analog graded-gap
QW:; (c¢) parabolic graded-gap QW [10]. The Al,Ga;As alloy composition x in
homogenious rectangular QW is constant, equals zero, i.e. the well is made of pure
GaAs. The alloy composition Al,Ga; As in the linear well region varies linearly
from x = 0.3 to x = 0.0 (from the left to the right side of the QW; see Fig. 1b). The
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aluminium concentration x for Al,Ga;. As alloy in parabolic quantum well varies
parabolically (Fig. 1¢). In these three QWs cases we have pure AlAs at the barriers
and the arrow above shows the growth and grading directions.

X
AlxGa;.xAs AlxGay.xAs Al Ga;xAs
AlAs q«——>» — AlAs —Iir AlAs —U
GaAs GaAs GaAs
AlAs — — AlAs ﬂ AlAs —m
(a) (b) ()

Fig. 1. Schematic QW band diagram: (a) rectangular QW - without grading,
i.e. constant composition x, (b) linear graded-gap QW (c) parabolic QW

Depending on the number of directions in which the properties have
changed, we can distinguish one-dimensional, two-dimensional or three-
dimensional FGMs.

Different types of functionally graded composites, depending upon the
nature of gradient, are the following: fraction gradient; shape gradient; orientation
gradient, size gradient type and dispersed phase gradient. [6, 11].

Some schemes of FGM structures are shown in Fig. 2. In Fig. 2a for
comparison are shown two nongraded homogenous materials with abrupt interface.
In one of the simplest FGMs, two different material elements change gradually
from one to the other side as illustrated in Fig. 2b. In Fig. 2c two different material
elements continuously change gradually from the center to the end (outer side).
The elements can also change in a stepwise gradation illustrated in Fig. 2d. Fig. 2e
shows the functionally graded joint/transition between two materials. Fig. 2f shows
the continuously functionally graded outer surface or coating. The x arrow in Fig. 2
shows the grading direction.

Physical properties of FGMs can be described by material function f(x).
This function shows the change/gradient of a particular property (for example such
as composition) along one space direction — x, always following a predetermined
law. In homogenous materials this function is constant (see Fig. 1a). In FGM (see
Fig. 1b,c and Fig. 2-b,c,d,e,f). The only requirement for material function f(x) is
that it be continuous or quasi-continuous, and smooth.

In Fig. 3 are presented material functions f(x) in the x direction of the
corresponding material structures, shown in Fig. 2.

In the case of continuous graded structure, the change in composition and
microstructure occurs continuously depending on the position. On the other hand,
in the case of stepwise grading (Fig. 2d and Fig. 3d), composition and
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microstructure feature changes in stepwise manner, giving rise to a multilayered
structure with interface existing between discrete layers. In some materials, if the
width of the step is small enough (two or several atomic layers in a given direction,
as with semiconductor hetrostructures and graded gap quantum wells, and
superlattices), there are no obvious interfaces between layers which is achieved by
current epitaxial methods of crystal growth.

-

(c)
(f)
Fig. 2.: Type of FGM structure: (a) — structure without grading; graded structures - (b),

(c), (e), (f) — continuous - linear, (d) - stepwise graded structure.
Arrow x - is the grading direction.
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Fig. 3.: Material function f(x) in x direction (a) - structure without grading;
(b), (c), (e), (f) — continuous- linear graded, (d) - stepwise graded structure.
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A gradual distribution of pores, from the interior to the surface, is also a
FGM. Even if the gradation of the elements is limited to a specific location in the
material such as the interface, a joint (Fig. 2e), or a surface as shown in Fig. 2f, the
material can be considered to be an FGM because it incorporates the FGM concept.

The fabrication process is one of the most important fields in FGM
research. There are many different methods for producing FGMs [2, 5, 12-14].
Most of the processes for FGM production are based on a variation of conventional
processing methods which are already well established. These methods are
physical and chemical in form. There is a lot of literature available on the subject
of their production. The choice of FGM manufacturing technology is mainly
influenced by: the desired application, the FGM group of material to be produced,
the material combination, geometry of the desired component, available
manufacturing equipment for FGMs.

Major thin FGMs production techniques are various deposition processes
such as physical or chemical vapor deposition, atomic layer deposition, spray
deposition, electrodeposition, laser deposition, plasma spraying, self-propagating
high temperature synthesis, ion beam assisted deposition, electrophoretic
deposition, surface deposition method and coating processes. The choice of
deposition is dependent on the performace required of the material.

Processing of bulk FGMs are usually energy intensive and slow, and
cannot be produced using deposition techniques, such as vapor deposition [4, 15].
The process of manufacturing bulk FGM is generally grouped into two: the
gradation process and the consolidation process. The gradation process comprises
the constitutive, homogenizing and the segregation processes. The bulk FGMs
consolidation process follows the gradation process. This process involves the
sintering and solidification of the powder material. Processing conditions for the
material are chosen such that their gradient structure is not altered while unequal
shrinkage is also mitigated. Bulk manufacturing processes include powder
metallurgy, metal casting, solid freeform fabrication techniques [5, 7], sequential
casting, infiltration process, frictional stir casting, centrifugal casting method,
melting processes.

A special group of very thin FGMs — functionally graded low dimensional
nanostructures (such as compositionally graded gap QWs and superlattices) [7] are
produced mainly by two epitaxial methods: molecular beam epitaxy and
metalorganic vapor phase epitaxy. These modern crystal growth techniques make it
possible to control the purity, size and directions at the atomic level.

Application areas of FGMs

The concept of FGMs, applicable to almost all material fields, is described
as a systematic process of bringing incompatible functions such as thermal, wear
and corrosion resistance, toughness and machinability into a single part [2, 15].
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This has expanded the application of FGMs in many sectors. There is a big amount
of real and potential applications of FGMs. The main, but not the only area of
usage of FGMs, are materials and devices operating in extreme conditions (high
temperature gradients, mechanical loads, etc.). In aerospace and nuclear energy
applications, reliability rather than cost is the key issue. But in applications such as
cutting tools, high temperature rollers, and engine components, which require wear,
heat, mechanical shock, and corrosion resistance; the key issues are the
cost/performance ratio and reliability.

Some examples of various applications of FGMs in different sectors are
given below:

e acrospace (rocket nozzle, heat exchange panels, solar panels, turbine
wheels, space plane nose, combustion chamber protective layer, body
components, rocket engine components, reflectors, camera housing, caps
and leading edge of missiles and space shuttle. etc);

e automobile (combustion chambers, diesel engine pistons, racing car
brakes, crown of piston, cylinder liners, exhaust valves and valve seating);

e medicine (medical implants, teeth and bone replacement, artificial skin,
drug delivery system);

e construction (roads — e.g. pavement life can be increased by 59% as a
result of the grading of the asphalt concrete and base layers together);

e commodities (car body, sport goods, window glass, etc.);

energy (energy conversion devices, nuclear energy, thermionic and

thermoelectric converters, fuel cells, solar batteries, fuel pellet, etc.);

electronics (graded band semiconductor, substrate, sensors);

optoelectronic (antireflective layers, fibres, GRIN lenses);

nanotechnology (nanostructured devices and systems etc);

chemical plants (heat exchanger, heat pipe, slurry pump, reaction vessel);

optics (optical fibre, lens);

nuclear (first wall of fusion reaction, fuel pellets);

energy conversion (solar cell, fuel cell, thermoelectric generator,

thermionic convertor);

e engineering (cutting tools, machine parts, engine components, turbine
blade, roller, shaft, etc.) etc.

Some aerospace applications of FGM structures

A special class of FGMs is metal porous materials, which appears as gas
reinforced metal matrix composites with graded control of pore shape and
orientation [3]. Like all porous metals, the ordered porosity metals have a wide
range of applications including filters, catalysis, silencers, flame arresters, heat
exchangers, fuel cells, electrolytic cells, and fluid substance separators, ionic rocket
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engine parts, self-lubricating bearings, thermal screens and vibration dampers. The
most attractive applications are as components of rocket combustion chambers and
oil high pressure filters. Gasar stainless steel is a promising material for medical
applications, especially for artificial bones or joints with good corrosion resistance.

Thin shells, as very common structural elements, occupy a leadership
position in civil, mechanical, architectural, aeronautical and marine engineering,
since they give rise to optimum conditions for dynamic behavior, strength and
stability. In other words, these structures support applied external forces efficiently
by virtue of their geometrical shape. An important aspect in the successful
applications of these structures is fact that shells cover large pans. As for many
other shape kinds, conical, cylindrical shells and shells of complex geometry are
very common structural elements. In [16] a layered epitrochoidal shell element has
been used for the modeling and analysis of functionally graded composite shell
structures. Obtained results have shown the strengthening role of functionally
graded materials for shell structure. Static analysis of the functionally graded
epitrochoidal shell under self-weight and thermal loading have been done and
validated with the published results.

The problems of modeling and vibrations of FGM thin walled rotating
blades that could be used in helicopters and turbomachinery applications and the
associated subject of spinning circular cylindrical beams were considered [2]. In
these studies, the blade was modeled as a pretwisted thin-walled shear-deformable
beam of a nonuniform cross section with material properties varying in the
thickness direction according to a power law. The thermal field was assumed
steady state, and the rotation velocity was constant. The effects of material grading
and blade taper ratios on the natural frequencies were elucidated. Besides free
vibrations, the divergence and flutter instability of the blades, accounting for
gyroscopic forces, were analyzed where both the natural frequencies and the
spinning speed corresponding to the blade instability were significantly increased
by appropriate variations in grading.

Thermal Barrier Coatings (TBCs) are typically used in applications where
it becomes necessary to protect metallic or composite components in military and
commercial aeroengines, aircraft engines, for gas turbine engines for automobiles,
helicopters, marine vehicles, and electric power generators, combustion chambers
from excessive temperature. The problems that have to be addressed to design TBC
include processing technology, heat transfer during and immediately after the
processing, microstructure formation, residual thermal stresses, micromechanics of
TBC, and thermomechanical response during the lifetime [2, 4]. FGM TBCs are
attractive due to the potential for a reduction in thermal stresses, avoiding
delamination and spallation tendencies, prevention of oxidation. As for FGM TBC,
the heat transfer problem was simplified due to the fact that it is typically one
dimensional, occurring in the thickness direction. For example, if a FGM coating
consists of a number of layers with constant volume fractions of individual
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components, the total thermal resistance can be evaluated as the sum of individual
layer resistances. According to the authors [2, 4] if the coating will be sprayed as a
multilayered system with a compositional gradient varying from pure metal
adjacent to the substrate to a ceramic exposed layer, then obvious interfaces
between the layers of the coating could be eliminated. Thermal fatigue may occur
in TBCs subject to periodic temperature variations during their lifetime. As was
shown, using a FGM coating may result in a five-time increase in the resistance to
thermal fatigue compared to a conventional counterpart. Additionally, the
oxidation resistance was improved as a result of the grading, as reported in [2].

Turbine blades are one of the most highly stressed rotating parts in gas
turbines. In order to increase the efficiency and performance of turboengines, gas
inlet temperatures in the high pressure turbines must be increased, and component
cooling must be decreased. Here, ceramic TBCs with a low thermal conductivity
applied on turbine components play a key role. Ceramic TBCs are connected to
components by thin metallic bond coats, which also protect the components from
hot corrosion and oxidation. Conventional bond coats are single layers of MCrAIY
(where M = Ni or NiCo) or Pt-Al based materials. The interface between the bond
coat and the ceramic top coat is the most critical region with respect to the lifetime
of the both TBCs and bond coat (the MCrAIY layers). Increasing their lifetimes
was achieved by grading the composition (with optimal concentration distribution)
across the coating thickness ([12, 17] in [2]). Graded TBC systems are potentially
advantageous compared with TBC systems that have ungraded layers. The use of
FGMs to join high temperature materials is being actively investigated.

Space vehicles flying at hypersonic speeds experience extremely high
temperatures from aerodynamic heating due to friction between the vehicle surface
and the atmosphere. They are of two types: vehicles, that are launched vertically
into space by a rocket propulsion system (like the U.S. space shuttle and the
capsules used for the Apollo missions); and fully reusable spacecrafts, that are
based on a horizontal takeoff either from a ground-based runway or from a
horizontally flying carrier (as the U.S. National Aerospace Plane) [2, 17].

In the first type, after sufficient acceleration the rocket system completely
separates from the space vehicle. During reentry at velocities greater than 11 km/s,
rapid heating of the leading edge, where the heat protection shield is located,
occurs at altitudes between 120 and 50 km, and maximum temperatures
(the radiant equilibrium temperature) above 2 500 °C develop. Because the
relatively flat heat protection shield is exposed to the extreme heat of reentry for
just a few minutes and is used only one time, it can be fabricated from ablative
materials. The reentry velocity of the U.S. space shuttle at an altitude of 120 km is
below 8 km/s, and the maximum temperature experienced is about 1 500 °C for a
few minutes. Structural components that experience the maximum exposure to heat
such as the nose cone, the leading edges, the rudder, and the flapperons need to be
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made of non-metallic carbon/carbon composites (C/C) with adequate oxidation
protection coatings.

Horizontally launched space planes that are accelerated by air-breathing
engines (e.g., jet engines) fly in the atmosphere at hypersonic speeds for a longer
time than vehicles launched vertically by rockets. Therefore, the space plane
experiences its maximum exposure to heat during its launch into space. Initially,
one of the main objectives of investigating FGMs deposited by chemical vapor
deposition (CVD) was to develop thermal barrier coatings for a space plane. In a
comparison test, models of the components of a nose cone (hemispherical C/C
composites 50 mm in diameter) were coated with an ungraded 100 pm thick
protective layer of SiC. Similar C/C composite models were coated first with a
graded SiC/C FGM by penetrative CVD followed by deposition of the 100 um
thick SiC protective layer. All the coated nose cone models were subjected for
1 minute at 1 900 °C to a supersonic gas flow containing an amount of oxygen
approximately equal to a standard atmosphere. The nose cones with the SiC/C
FGM intermediate layer showed no discernible change in structure even after 10
cycles. In contrast, those without the intermediate SiC/C layer between the C/C
substrate and the ungraded SiC coating deteriorated after the first cycle [2]. Sheets
of SiC/C FGMs produced by CVD provide excellent thermal stability and thermal
insulation at 1 227 °C, as well as excellent thermal fatigue properties and resistance
to thermal shock [2].

Most rocket and scramjet engines use TBC materials that have been
previously developed for turbine engine applications. The heat flux in the path of
the hot gases is much greater in rocket engines than in turbine engines. Here the
TBCs are exposed to a hostile environment, that is higher temperatures and more
severe thermal transients, but for shorter mission cycles. Hence, the TBCs are
mainly deposited as thin structures (< 0.2 mm thick) to reduce the probability of
coating failure.

For example, protective CVD-SiC/C FGMs produced for rocket
combustors have undergone critical tests. The maximum outer wall temperature of
these model combustors was 1376 °C to 1 527 °C, while the inner wall temperature
reached 1 677 °C to 2 027 °C. No damage to the combustors was observed after
two test cycles [2].

In large combustion chambers, TBCs are not commonly used, as the heat
cannot be dissipated quickly enough to avoid local hot spots and coating damage
[2, 6]. Here longlife polymeric graded TBCs are potentially applicable in
preventing coating failures.

In large liquid propellant rocket engines, TBCs are mainly used in the high
pressure hydrogen and oxidizer turbopumps ([6] in [3]). TBCs have been used as
liners for the spark igniters and pre burners, for turbo housing liners, for turbine
blade shanks (located between the blade platform and root), and for vane shrouds.
Experimental coatings have been used on the turbine blade platforms and vane
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airfoils. In addition, graded TBCs have potential applications in the upper part of
the main combustion chamber as coatings on the interpropellant plate, spark
igniter, and injector baffle tips.

Graded TBCs have been considered also for other rocket engines such as
small regeneratively cooled thrust chambers in orbital maneuvering systems. These
zirconia/nickel (ZrO,Ni) FGM chambers are prepared by a combination of
galvanoforming and plasma spraying. The graded layer is first deposited (up to
25% Zr0, on a Ni metal chamber) by galvanoforming and subsequently coated to
100% Zr0, by plasma spraying. No delamination of Zr0, was observed after 550 s
of combustion. In order to assure the reliability of the Zr0,/Ni FGM, it was
necessary to engineer the microstructure to form strong layers as well as to further
optimize the graded structures, and also to control the reaction with a propellant.
As noted above, graded TBCs are potentially applicable for engine and airframe
structures in reusable hypersonic vehicles ([7-9] in [2]).

Stealthiness is now a required specification for modern weapons. Parts
made of specific materials can be used in stealth missiles to absorb the emitted
electromagnetic energy to minimize waves reflected in the direction of the enemy
radar receiver. In some applications, e.g. high velocity missiles, the materials can
be subjected to high thermomechanical stress. For these applications, the most
promising new materials are ceramic matrix composites reinforced with ceramic
woven fabrics. The use of long, continuous ceramic fibers embedded in a refractory
ceramic matrix creates a composite material with much greater toughness than
monolithic ceramics, which have an intrinsic inability to tolerate mechanical
damage without brittle rupture.

The conducting properties of these ceramic composites depend on the
fibers, the matrix, the interfaces, and other parameters such as the topology of the
arrangement of the various phases. Nicalon® SiC fibers, which have
semiconducting properties, and Nextel® mullite (3A1,0; 2Si0, 0.1 B,0;) fibers,
which are completely dielectric, are used in the preparation of oxide matrix
ceramic composites. Nasicon matrix composites reinforced with long
semiconducting and/or dielectric fibers can have mechanical and electrical
properties, ranging from dc to microwave frequencies [4]. The Nasicon solid
solution, structural formula Na;.Zr,Si,P;..0; (0 < x < 3), which has a graded
electrical conductivity that varies by four orders of magnitude as a function of x, is
a useful system for investigating the preparation and properties of graded ceramic
matrix composites with tailored microwave properties.

FGMs are used also in aerospace equipment, such as solar panels and solar
cells. Gallium arsenide (GaAs) is the current market leader for solar cells deployed
for extra-terrestrial applications, but it is prohibitively expensive for terrestrial
applications. To reduce the cost of the GaAs solar cell, in [18] was carried out an
optoelectronic optimization for an Al,Ga;As (AlGaAs) solar cell containing an
n-AlGaAs absorber layer with a graded bandgap. The bandgap of the absorber
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layer was varied either sinusoidally or linearly. Sinusoidal grading of the bandgap
was predicted to enhance the solar cell maximum effiency to 34:5%. An effciency
of 33:1% was predicted with linearly graded bandgap. Thus, grading the bandgap
of the absorber layer can help realize ultrathin and high-efficient AlGaAs solar
cells that will be cheaper and already suitable for both extra-terrestrial and
terrestrial applications.

Extensive understandings of FGMs mechanical properties permit one to
design and manufacture graded composite structures with deserved functionality.
So accurately modelling of FGMs mechanical properties is greatly needed.
Modelling their mechanical properties is central for engineers and scientists to
accurately predict their mechanical behaviors under different and/or extreme
conditions and obtaining new spectacular functionalities for various aerospace
applications [6—7, 19].

Future work

Due to the broad and rapidly developing field of FGMs, all their properties
and aerospace applications cannot be encompassed in this paper. Nevertheless, here
are some of the observations of the authors based on the published research and
their own analysis of the subject.

We, in our Space Materials Science department at SRTI-BAS, are working
on obtaining new FGMs based on semiconductor graded gap QWs in the Al,Ga,.
«As system [10].

At SRTI-BAS, we are also working on new FGMs, based on reinforced
Al metal matrix composites and special Al alloy materials, with high hardness,
high density and high thermal stability, for space applications. SiC particles and
nanodiamond particles were used as reinforcing additives.

Such materials will be of considerable interest for their application in space
technology and in particular for aerospace instrumentation [10, 20]. The work is in
progress in this direction. Moreover, in these fields we have some research
experience in obtaining and investigating:

e Quantum confined Stark effect in compositionally graded gap Al,Ga;.

As QWs [10];

e an Al alloy — B95 with certain additions of tungsten and nanodiamonds
(This Al alloy was a part of the international outer space experiment
“Obstanovka”, carried out in the Russian sector of the International
Space Station, and was exposed to outer space for 2 and a half years.)
[20].

We will use theoretical methods of bandgap engineering (tight binding and
ab initio methods) and the powder metallurgy methods.
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Conclusion

Today FGMs are the new top trend in all aerospace materials research and
development.

This paper provides a brief overview of FGMs with a focus on their
aerospace applications.

FGMs represent a rapidly developing area of science and engineering with
numerous practical applications. Due to functional variation of FGM-materials,
their physical/chemical properties (e.g. stability, hardness, conductivity, reactivity,
optical sensitivity, melting point, etc.) can be manipulated to improve the overall
properties of conventional materials. Although so far the practical applications of
FGMs have not yet been fully implemented and used. The research needs in this
area are uniquely numerous and diverse, but FGMs promise significant potential
benefits that fully justify the necessary effort.

There are still more to be done in terms of research to improve the
performance of manufacturing processes of FGMs in order to make them more cost
effective.

FGMs are perspective materials for modern optoelectronic devices, which
are irreplaceable and vital part of aerospace equipment and structures.

The emergence of FGMs has revolutionized the aerospace and aerocraft
industry. FGMs used initially as thermal barrier materials for aerospace structural
applications and fusion reactors are now developed for general use as structural
components in high temperature environments.

The list of applications is endless, and it will increase with improving of
the processing technology, cost of production, and properties of FGMs. The
development of FGMs needs an integration of multidisciplinary domains to work
together in designing, manufacturing, and exploring more areas of applications.

Last but not least, both experimental and theoretical studies of the FGMs
are very important and need to be developed in order to look for unknown and
possible properties of FGMs for new potential applications. Future applications
require materials with exceptional mechanical, electronic, and thermal properties
that can withstand various environmental conditions and are readily available at
reasonable prices.
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HAKOU AEPOKOCMMYECKU ITPUJIOKEHUSA
HA ®YHKIIMOHAJIHO I'PAJIMEHTHUTE MATEPUAJIN

A. Mumeea, A. Bysexoesa-Ilenkoea

Pesrome

OyHKIMoHaTHO rpaaneHTHUTe Matepuanu (PI'M) monacroseM ca 00eKT
Ha TOJIsIM M HEMPEKbCHATO HAPACTBAIl MHTEPEC OT MHAYCTPUATA W HayKaTa M ca
IIMPOKO M3MOI3BAaHU MIOPAIU CBOUTE IPEAUMCTBA. Te3U MpeauMCcTBa ¢e AbJDKAT Ha
TEXHUTE YHUKAJIHYU CBOKCTBA U CJIE0BATEIHO MHOTOTO UM JIEHCTBUTEIIHU U IIOTEH-
UUATHU TPUIOKEHHUST B Pa3IMUHU OOJIACTH Ha WHIYCTPUATA, HayKaTa U exe-
nHeBreTo. B To3m smTeparypeH 0030p e ce CIpeM HakpaTKO BbPXY HAKOH OT
cBoiictBara Ha ®I'M u BBpXY HSIKOHM OT CHIISCTBYBAIMTE M PA3IIUPIBAILU CE Ob-
Jeuy npunoxeHns Ha @I'M B aepokocMuuecKkaTa U CBbP3aHUTE C HESI UHAYCTPUH.
[IpencraBena e kpuTuyHa IUCKycusl. Pasriexaar ce Bb3MOKHUTE ObACIIN pa3Ilu-
peHus Ha paboTara B Ta3u 00JACT.
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Abstract

This article presents an approach for increasing the maintenance technician’s reliability by
considering the human fault rate as utility function’s maximization problem in the technician’s
training process. Adequately trained technicians are capable to perform a maintenance and manage
the reliability of their assigned assets within the complex aircraft systems. In general, a degradation
of aircraft reliability, due to maintenance tecnician’s competency, typically leads to significant,
undesirable safety and economic consequences. In this article, an optimal control theory is applied on
the purpose of finding of a fault rate reduction series in the training process which leads to highest
technician’s reliability in the maintenance process of the complex aircraft systems.

Introduction

Aircrafts equipment and systems are becoming more complex, as well as
the associated cost is significantly increasing due to loss of operation in case of
failure. In aviation domain, four aspects are considered — reliability,
maintainability, availability and safety (RAMS). From theoretical background
point of view and practical observations, the reliability level is decreasing by
accumulating the time in the field. Therefore, it is very important to keep an
aircraft reliability above a critical (lower) level to not compromising the aviation
safety. Aviation safety is a domain which is being threated by many agents [1].
One should note that, on one hand, errors related to maintenance can be more
difficult to detect and, on other hand, they have the potential to affect the safe
operation of aircraft for some time period. Technical/maintenance failure emerged
as the leading cause of airline accidents and fatalities [2]. Improperly trained
maintenance technicians is one of the contributing factors to aircraft accidents [4].
Some authors describe about US National Transport Safety Board (NTSB) reports
related to deficient maintenance of 50% — 7 out of 14 airline accidents [2]. Another
analysis on the accidents in the period 1990-2006, done by EASA, shows the
major cause was maintenance [5]. International Air Transport Association (IATA)
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safety report stated on average about 10% were maintenance events which led to
aircraft accidents (2009-2013) [6]. For the same time period, maintenance
operations together with training systems were highlighted to be a latent cause for
27 out of 338 non-fatal accidents [6]. Another study shows that maintenance
factors (6%) take the third rank [7]. IATA (2003-2008) stated that incorrectly
performed maintenance was a primary cause for 30% (on average) of the registered
worldwide accidents with aircrafts [8]. Another study from Boeing shows that 20%
of the accidents contained maintenance or inspection action [3]. In United
Kingdom, Civil Aviation Authority (CAA) has reported that 10% of recorded
events are maintenance related. For 10 years period (1996-2006): 51.1% were
assigned to incorrect maintenance actions, 26.2% to ineffective maintenance
control and 20.7% to incomplete maintenance [9]. Some other studies focused on
fatality of maintenance related accidents. For the time period between 1999 and
2008, 26.7% of all fatal accidents were maintenance related [4].

Maintenance errors do not only cause safety issues but also have
significant economic impact and they are very costly to the industry. Maintenance
errors may cause, for example, aircraft unavailability, in-flight shut downs,
maintenance rework, maintenance equipment damage and injury to maintenance
personnel. Some estimations show a cost of USD 500 000 (per engine in-flight
shutdown) [1].

The growing demand for maintenance personnel will require highly
qualified technicians. For example, the need for Europe region will be
approximately 130 000 new technicians who should be available to maintain the
new aircrafts during the next 20 years [1].

One can conclude that the human’s reliability is a very important part of
aircraft/acrospace systems reliability and safety, for example, see [10-17].
However, many studies in that area do not consider utility function and dynamic
optimization in their modelling. The main goal of the proposed study is to find an
approach how to increase the technician’s reliability by considering the fault rate as
utility function’s maximization problem in the technician’s training process.

Theoretical Background

Suppose a maintenance technician’s full working capability restoration
after a dedicated technical training where the probability of fault-free operating for
a given time ¢ is defined by the following expression [19]:

' —}u(!,é)dL
—Jl(z,e)dz.e 0

1 R@r)=e’

By analogy to the reliability theory, the term under the first exponent is associated
with the technician’s reliability [19]:
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In (2) the first term © is called an exhausted reliability for a time
Y(2.8) = (Lol
t under conditions € [19]. The second term 0 is called a restored
reliability which is obtained in the technician’s training process for a time T under
conditions &. The technician’s reliability can be then expressed in the following
simplified way [19]:

3) R(t1)=e" =R,(q,7)

After reviewing (3), one can make a conclusion that the technician’s
reliability Ry(4:7) is decreasing when the exhausted reliability q is higher,

and Ry(¢.7) is increasing when the restored reliability v is higher.
Let’s consider in our case study the following problem — the restored reliability

T

(%, &) = [v(L,g)dl .. . o
term 0 where the technician’s fault rate v to be considered as utility

function which needs to be maximized on the purpose of obtaining as high as
possible technician’s reliability in the training process. An optimal control theory
(dynamic optimization) will be further applied to solve this problem.

Nowadays, the applied mathematical modeling (e.g. applied optimization) is
widely used in many research areas — for example, see [18, 20].

First, suppose an optimal control task defined over the following frame with

periods: 0, 1, 2, ...T [18]. The general consideration is that the state variable Y is

measured at the beginning of each period ! and the control variable “iois applied
during this period ! . Fig. 1 shows this problem statement:

Fig. 1. Discrete time optimal control problem

with some functions which are continuously differentiable:
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The modeling of the problem stated above can be done in the following
way [20]:

T
“4) maX{J=ZF(xt,u,,t)+S(xT,T)}
t=0

where: the above expression (4) is a subject to the following constraints:
Q) Ax, =x,,, —x, :f(x,,u,,t), t=0,L,..,7-1

X,— given

glu,,t)=b, t=0,1,...,T-1

However, in the real practice, due to some feasibility reasons, it is
impossible to have records in continuous time. Therefore, having a daily
information, the time series of fault rate control can be expressed as [20]:

(6) U = Uy Uy Uy sy Uy }

Next, supposing the total time period in our case study T=10 days (i.e. the
scheduled techncian’s training period is 10 days), the objective function in our
optimization problem can be expressed by [20]:

(7) V(xoﬂji) = Lp C(ut)

=0
where: C(u,)— cash flow for #-th day;

L =1/(1+r)— discounting factor;

r — the interest rate.
From a financial theoretical background point of view, (7) can be

considered as net present value (NPV) and in many practical tasks can be modeled
with a power function [20]:

®)  V(xpu)=p puf

t=0
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To maximize the objective function (8), the qualified trainer/instructor can
decide to apply the time series of fault rate control in (6) with a constraint shown
on equation (9) [20]:

9 x

To proceed further with the task, a numerical solution to a problem related
to dynamic optimization requires two endpoint conditions. Suppose the
technician’s initial fault rate is 2.5 [1/day] and the trainer/instructor has planned to
deliver the training for time period of 10 days. Then in this case study are assumed:

the initial condition x,= 2.5 [1/day] and final one x, =x,, =0.

Results and discussion

The task described above is solved by using Microsoft Excel® software
where expressions (1) — (9) are introduced in a spreadsheet format. In Table 1 are
shown the inputs together with the equations listed in the theoretical chapter:

Table 1. Inputs for our case study

A B & D E F G H J K L M
1 Alpha 0.8 Solver Parameters @
2 r 0.08
3 Beta 0.926 =
4 Set Objective: $D518 B
5 | time(day) u(t) x(t) DCF(t) T @) Max Min value OF:
6 0 0.25 2.50 0.330
7 1 0.25 2.25 0.305 By Changing Variable Cells:
8 2 0.25 2.00 0.283 WG P&
9 3 0.25 1.75 0.262
Subject to the Constraints:
10 4 0.25 1.50 0.242
$B$6:5B515 >=0 % Add
11 5 0.25 1.25 0.225 Gtic ot A
12 6 0.25 1.00 | 0.208 r—
13 7 0.25 0.75 0.192 —
14 8 0.25 0.50 0.178 Delete
15 9 0.25 0.25 0.165
16 10 0 Reset All
17 o
------- 1 Load/save
18 PV | 239 |
w| 7 Make Unconstrained Variables Non-Negative
20 select a Solving Method: GRG Nonlinear E| Options
21
= Solving Method
Select the GRG Nonlinear engine for Solver Problems that are smooth nonlinear. Select the LP Simplex
23 engine for linear Solver Problems, and select the Evolutionary engine for Solver problems that are
24 non-smooth.
25
26
5 Help [ Solve ] | Close |

a0

As a starting point, the inputs in our study: & (see (8), note: 0<% <1) and
the interest rate r are assumed to be 0.8 and 8% respectively. The cell B3 in Table 1
is dedicated on computing the discounting factor in (7). The equation (9) is
implemented in column C which represents the time series of the technician’s fault
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rate. At the beginning of each day, the fault rate is equal to the fault rate of the
beginning of previous day minus the reduced fault rate in previous day (see (9)).

The initial fault rate is™0 = 2.5 [1/day] which is shown in cell C6. Applying
“Solver” algorithm introduced by Microsoft Excel® which requires initial guess
values of the optimal time series of fault rate. And at 1st iteration, suppose that the
fault rate is controlled uniformly each day, for example, with 0.25 [1/day] (cells
B6:B15 in Table 1). In the column D in spreadsheet is shown the DCF(t) which

t a
stands for discounted cash flow gained during day t, i.e. Bu, . The cell D18 shows
the net present value denoted by (8).

The NPV given by (8) depends on the initial fault rate % and on the fault

rate control ¥ , L.e. V(xo,t) =2.39 if ¥0=2.5 and uniform fault rate series of 0.25
[1/day]. One may conclude in that case the uniform fault rate series is not optimal
when the future cash flows are subject to discounting factor. Applying the

optimization algorithm in that case, the optimal fault rate series ¥ can be found
which maximizes the NPV in (8). The non-negative constraints on control and state
variable can be seen in the “Solver’s dialog box (see Table 1).

The results are now shown in Table 2. Then the optimal fault rate reduction
series is: 0.82 [1/day] in day t = 0; 0.56 [1/day] in day t = 1; 0.38 [1/day] in day t =
2; etc. In that case of the optimal fault rate series is applied, and then the global
objective function (cell D18) increases from 2.39 up to 2.60. It is interesting to
highlight that the optimal fault rate series is with a slope that is declining due to the
fact that the discounting factor accelerates the technician’s fault rate reduction.

Table 2. Optimal solution for fault rate reduction

A B C D E F G H J K

1 Alpha 0.8
Solver Results :
2 r 0.08
3 Beta 0.926 Solver found a solution. All Constraints and optimality
4 conditions are satisfied. Reports
5 | time(day) u(t) x(t) DCF(t) - o Answer
6 0 0.82 2.50 0.850 - Sensitivity
7 1 0.56 1.68 | 0.579 timits
. . . (O Restore Original Values

8 2 0.38 1.13 0.394
9 3 0.26 0.75 0.268
10 2 0.18 0.49 0182 [ Return to Solver Parameters Dialog [J Outline Reports
11 5 0.12 0.32 0.124
12 6 0.08 0.20 0.084 OK Cancel Save Scenario...
13 7 0.06 0.12 0.057
14 8 0.04 0.06 0.039 Solver found a solution. All Constraints and optimality conditions are
15 9 0.03 003 | 0.027 satisfied.
16 10 0 When the GRG engine is used, Solver has found at least a local optimal solution.
. When Simplex LP is used, this means Solver has found a global optimal solution.
18 | pv | 2560 |
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Let’s now perform some sensitivity analysis, i.e. to highlight the influence
of the interest rate over the optimal solution- going back to Table 1 to change the
interest rate (cell B2), and then again running “Solver” algorithm. Table 3 shows
the new optimal solution.

By choosing an increased interest rate- this accelerates faster fault rate
reduction: 0.96 [1/day] for day ¢ = 0; 0.59 [1/day] in day ¢ = I; then smaller
reduction with respect to the modified interest rate (0.1). The new optimal fault rate
series is with higher slope since the future cash flows are discounted with higher
value. The NPV increases up to 2.52 with the new optimal series. In this case, the
higher discounting value is impacting the DCF value which is 2.52, even with
optimal values.

Table 3. Case with modified interest rate

A B C D E E G H 1 K
! Alpha 0.8 Solver Results @
2 r 0.1
3 Beta 0.909 Solver found a solution. All Constraints and optimality
4 conditions are satisfied. Reports
5 | time(day) | uft) x{t) DCF(t) e Answer
6 0 0.96 2.50 0.964 ® KKeep Solver Solution; Sensitivity

Limits

7 : i) 1.54 0.539 () Restore Original Values
8 2 0.37 0.95 0.372
9 3 0.23 0.58 0.231
10 4 0.14 0.35 0.143 [JReturn to Solver Parameters Dialog [] Outline Reports
11 5 0.09 0.21 0.089
12 6 0.05 0.12 0.055 OK Cancel Save Scenario...
13 7 0.03 0.07 0.034
14 8 0.02 0.03 0.021 Solver found a solution. All Constraints and optimality conditions are
15 9 0.01 001 | 0.013 satisfiad.
16 10 0 When the GRG engine is used, Solver has found at least a local optimal solution.
e When Simplex LP is used, this means Solver has found a global optimal solution.
18

Hl

We need to highlight that significant factors impacting the optimal fault rate
control are the discounting factor which induces that the fault rate has to be
reduced faster. However, this effect is suppressed by the decreasing returns of the
daily cash flow.

Reviewing now Table 4 which is showing the optimal fault rate series for
the case when the input @ is modified: from 0.8 to 0.85 and the “Solver” algorithm
is started again- here the new optimal fault rate series is even steeper: 1 [1/day] for
day t = 0; 0.6 [1/day] for day t = 1; 0.36 [1/day] for day t = 2; etc. It should be
noted that approximately 80% from the (initial) fault rate is expected to be reduced
over the first 4 days of the technician’s training.
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Table 4. Case with modified “alpha’ parameter

E F G H

A B (& D
1 Alpha 0.85
2 r 0.08
3 Beta 0.926
4
5 time(day) u(t) x(t) DCF(t)
6 0 1.01 2.50 1.008
7 1 0.60 1.49 0.603
8 2 0.36 0.89 0.361
9 3 0.22 0.52 0.216
10 4 0.13 0.31 0.129
11 5 0.08 0.18 0.078
12 3] 0.05 0.10 0.046
13 7 0.03 0.05 0.028
14 8 0.02 0.03 0.017
15 9 0.01 0.01 0.010
16 10 0
17
1| Pv | 2.50

Solver Results

Solver found a solution. All Constraints and optimality
conditions are satisfied.

@ Keep Solver Solution!
) Restore Original Values

[J Return to Solver Parameters Dialog

0K Cancel

Reports
Answer
Sensitivity
Limits

[[] Outline Reports

Save Scenario...

Solver found a solution. All Constraints and optimality conditions are

satisfied.

When the GRG engine is used, Solver has found at least a local optimal solution.
When Simplex LP is used, this means Solver has found a global optimal solution.

Let’s consider a numerical example of a restored reliability computation-

see second term

1.8 = (f)o(l,a)dl

of (3). Consider the results summarized in Tables 1

and 2: uniform series of fault rate reduction vs optimal fault rate reduction series-
the fault rate vs training day is plotted in Fig. 2:

Fault rate

3.00

Fault Rate Reduction: Optimal vs Uniform Series

6 8 10

Days

Fig. 2. Fault rate reduction vs training days

—g—x(t)_optimal

—g—x(t)_uniform
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The restored reliability (exp(-vt), where: v-fault rate[1/day] at day #) of
uniform vs optimal fault rate series is plotted in Fig. 3. One can conclude that in
case of optimal fault rate reduction series the restored reliability has a steeper slope
(i.e. increasing faster) than the case with uniform fault rate reduction series:

Restored Reliability: Optimal vs Uniform Series

1.20

1.00

o
o
=]

Reliability
o
=1
(=]

—a— Restored Reliability (optimal}

—a— Restored Reliability {uniform)

o
i
(=]

Days

Fig. 3. Restored reliability vs training days

Conclusion

In this section, I would like to summarize some of the most important
outcomes obtained by the proposed research study which are:
Maximized technician’s utility function (8) requires an optimal fault rate control

series ¥ during the considered technician’s training period.

The increasing in the technician’s restored reliability shows steeper slope
for the case of optimal fault rate reduction series compared to uniform fault rate
reduction series (Fig. 3). For example, 63% of restored reliability in case of an
optimal fault rate reduction series is obtained at about t = 4 days while in case of an
uniform fault rate reduction series this value is obtained at about t = 8 days.

The influence of the interest rate over the optimal solution has been
analyzed via performing a sensitivity study. Faster fault rate reduction can be
accelerated by increasing the interest rate (Table 4): approximately 80% from the
(initial) fault rate is expected to be reduced during the first 4 days of the
technician’s training.

The proposed study suggests an overlapping between today’s very
important and modern subjects like financial modeling, applied optimization and
human reliability.
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MOJXO/ 3A MOBUILABAHE HA HAJIEXKTHOCTTA HA UOBEKA
MMPU TPEHUPOBBYHMSI MTPOLIEC HA TEXHULIUTE
EKCILUIOATHUPAILIM ABUALIMOHHA TEXHUKA

Anrea Tanes

Pe3ome

CTaTI/IHTa HpeI[CTaBﬂ IIoaxoa 3a IMOBHIIIAaBAHC Ha HAACKIHOCTTA HA TEX-
HUKa I10 eKCIUTOaTalys Ha aBUAIlIOHHA TEXHUKA, KaTO pasriie1a HHTEH3WBHOCTTA
Ha I‘peIlIKI/ITe Ha 4YOBCKa KaTo HpO6JI€M Ha OoIlITUMHU3alusa Ha (bYHK]_[I/Iﬂ Ha I10JIC3-
HOCT B Ipolleca Ha OOyueHHE Ha TEXHUKA. AJICKBATHO OOYUYCHHUTE TCXHHIIM Ca B
CHhCTOSTHUE N1a W3BBPINBAT MONIPHKKA M Jia YIPaBIsABAT HANIEKIHOCTTA HA BH3-
JIOKEHUTE MM akTUBHU. KaTo 11110, BJIOIIABAHETO HA HAAEKIHOCTTA Ha aBHAIIMOH-
HaTa TeXHHUKa TOPaJd HEKOMIIETEHTHOCTTa Ha TEXHUKA 33 TEXHUYECKO OOCITyXK-
BaHe OOWKHOBEHO BOJM /IO 3HAYHMTEIHH, HEXXEJaHW TIOCIEIUIN CBhpP3aHU C 0e30-
MacHOCTTa W WMKOHOMHWYECKH 3aryOu. B Tasum cratus € mpuiiokeHa OINTHMallHa
TEOpHs 3a yIpaBlieHUE C IeJI HAMHUpaHE Ha Cepus Ha peayllupaHe Ha TPEIIKUTE B
mpolieca Ha o0ydYeHHe, KOSTO BOJHU 10 Hal-BHUCOKA HAJSKIHOCT HA TEXHHUKA IPH
eKCIUIoaTanys Ha CJI0KHUTE aBHALlMOHHU CHCTEMH.
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Abstract

This article proposes yet another approach towards looking into causes for attention
distribution of an operator of unmanned aerial vehicle. During examination, the operator is being
tested at dedicated flight simulator while data are gathered and visualized through a mobile eye
tracker. Two work stages are considered sequentially, i.e. building a geometric 2D transformation of
region of interest (homography) within an image, and overlaying a dynamic heatmap as well. In the
former stage, spontaneous movements of the operator’s head, recorded by the video, are eliminated
thus enabling the operator to use the mobile eye tracker instead of a desktop-based one. During the
latter stage, the distribution of operator’s attention over time is displayed.

In order to implement the current research, a source code has been developed in C++ for
some features readily available in OpenCV library to be used. In addition, data gathered after
carrying out flight session are processed and discussed thoroughly.

Introduction

Currently, an increasing number of countries around the world are making
use of Unmanned Aerial Vehicles (UAV) for the reason that these vehicles are able
to keep expenditures low and maintain multi role functionalities simultaneously.
Possible applications of UAV, beyond the military one, are quite diverse. These
include monitoring of oil pipelines and dams, protection of forests, monitoring of
hazardous sites, etc. To control the UAV, it takes the operator a wide range of
hands-on experience largely identical to the conventional pilot's skills. From that
point of view, UAV operators’ training done by means of flight simulators seems
to be a pivotal stage in developing even better airplane control habits.

The growing number of UAVs, starting from the smallest and getting to the
largest, make both public and relevant authorities in a number of countries pay
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increasing attention to training a new type of pilots. These pilots, in particular,
neither are subject to high load factor nor exposed to danger.

The operator makes all subsequent decisions based on analysis of the
situation. Therefore, it becomes clear that this process is the most critical one both
in terms of reliability of making optimal decisions (within the system of detected
events, objects, processes) and requirements to be met in order to provide for real-
time functionality. The human factor, for example in aviation, is still the main
cause of most accidents and fatalities; hence, the problem of objective evaluation
of operator training progress is quite acute.

Human role in ensuring proper operation of unmanned aerial systems is
essential. It involves organization of process planning, maintenance and usage of
the control system, evaluating UAV effectiveness and achieved results. What is
more, the “Operator — UAV — Computer” interface within the control system
architecture is considered fundamental. Choice and certification of such an
interface as well as organization of the relevant operator training is further bounded
up with developing special programs and centers.

The accompanying software developed for the study needs is a replicated
solution to the so-called “Heatmap Explorer”, developed in Python and thoroughly
described in [1]. Although the source code is freely available to everybody for
downloading (Bitbucket), it is incompatible with new releases of Pupil software,
and deprived from cross-platform functionality. The proposed alternative code was
developed in C++ starting from the very scratch, borrowing the same idea, and
simplifying the implementation to some extent. In addition, some functionality
available in OpenCV library, [2], was applied in order to facilitate the development
process further.

Method

Training UAV operators by means of simulators appears to be one of the
most important factors in ensuring safe operation of the UAV. Training process
itself will minimize negative impact of the human factor by diminishing possibility
of erroneous actions made by the UAV crew. In general, there are two main
concepts in preparing and training UAV operators: training at dedicated simulators
(specifically designed for this purpose), and providing real ground control station
with a training mode.

Research is carried out in laboratory for selection, training and control of
unmanned aerial vehicle operators at Space Research Institute, Bulgarian Academy
of Sciences. The laboratory is equipped with simulator C-Star developed by Israeli
firm SimLat, [3]. The simulator offers a virtual environment that largely resembles
the real one. In addition, the simulator is able to register and store dynamics of
interaction between crew members. It is also possible for the instructor to train
each crew member (either pilot or payload operator) separately. In this mode, the
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instructor replaces the absent crew member and does her/his duties. For example,
in case of training the payload operator, it is the instructor who controls the
airplane, thus completing the relevant pilot task. On the other hand, whenever pilot
is being trained, the instructor handles the payload. The user interface is intuitive,
user friendly. Every trainee who is somewhat skillful in handling conventional
computer peripherals will succeed in mastering the simulator too, Fig. 1.

Monitoring display

Instructor

Payload operator

Voice over |P

Fig. 1. The C-Star simulator layout (left) and our equipped laboratory

The simulator basic configuration is composed of working stations for
instructor and trainees (pilot and payload operator), one station each. The pilot is
trained for controlling and monitoring the UAV which in turn may fly in either of
modes: manual or automatic. The trainee monitors not only the airplane and
onboard systems but also the flight task. The payload operator is trained in
handling the payload (EO / IR camera), identifying and tracking targets in initially
designed scenario. The simulator has an intercom for communication between the
instructor and the trainees.

In order to examine distribution of the operator's visual attention, we make
use of the eye-tracking technology so as to record and evaluate eye movement. The
main task of the eye tracking research is recording and transmitting data in real
time regarding oculomotor activity. Eye-tracking (oculography) is a research
method employing a device to track the trainee’s gaze point coordinates or eye
movements during task performance. Currently, the most popular eye trackers use
a video-based method for non-invasive and non-contact measurement of the eye
movements to be made possible.

Eye movement tracking indicators can be applied to various aspects of
oculomotor behavior, depending on type of analysis. The most common metrics is
based on fixations and / or saccades. The fixations are presented as discrete
portions of near-stable points the eye stares at. The saccades are defined as eye
movements between fixations. In order to record the aforementioned eye
movement parameters, the research team benefited from a mobile eye tracker.

The mobile eye tracker used in the current study is Pupil Labs Core, [4],
Fig. 2.
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Fig. 2. Pupil Labs Core binocular headset

The head set consists of a diode Smartled® SFH4050 IR, emitting light at
850 nm wavelength, an environmental camera, and two removable lenses with
fixed focal length and field of view 60 and 100 deg. It was a binocular version of
the eye tracker that research team used in the present study, Fig. 2. The binocular
implementation is said to produce more robust data in terms of both calibration and
measurement. What is more, to carry out the calibration stage is considered highly
desirable, not obligatory. The accompanying software provides a readily available
calibration values by default. It is also possible for the user to collect data by means
of an independent mobile device, such as a tablet or a smartphone, in order to make
the process of data gathering smooth. The obtained video is processed afterwards
for the accompanying software to be capable of discovering the calibration markers
(if any) and mapping the gaze point offline.

Broadly speaking, a heatmap is computed as a Kernel Density
Approximation meant for estimating the probability density function of gaze
points. There are many examples of symmetrical kernels, such as Epanechnikov,
Gaussian, triangle, rectangle, etc. A unit density of Gauss kernel is estimated
according to following formula, [5]:

exp(—tz/2)

1
(D K(t)=
R
A one-dimensional Gauss kernel is shown in Fig. 3.

The bivariate estimate, in its most widespread form, depends upon two
variables. It is presented as a sum of kernel products in direction of both axes:
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In eq. (2) {x;, yi} are sample (gaze) points, {X, y} are pixel coordinates, hy and hy
are smoothing coefficients, and N is the sample size.

o=1
mean =0

Fig. 3. Gauss kernel, mean = 0, standard deviation = 1

For each image pixel, the algorithm calculates exponentially declining gaze
intensity relevant to a center of distribution (point of gaze) with coordinates {x;, y;}
according to formula (2). A pixel is not to be processed if it lies outside +3c
interval. At this point, the algorithm assumes zero gaze intensity to speed up the
computational process. After "scanning" all pixels, the algorithm superimposes the
heatmap on the image so that the kernels are visible “from above.” Finally, the
complete heatmap is remapped within the interval O ... 1.

The so-called Short Rainbow color map has been used to represent gaze
intensity at given frame, Fig. 4.

Fig. 4. Short rainbow color map

The heatmap color depends upon its normalized value. Values closer to one
are represented by red color while values closer to zero are depicted in blue. In
addition, two intermediate colors are visible in Fig. 4, i.e. cyan RGB(0, 255, 255)
and yellow RGB(255, 255, 0). It is possible to compute any intermediate color by
applying a linear interpolation to selected channels (Red, Green, Blue) separately.
In order to work out the transitional color, in terms of two end colors and a
weighing variable, it is sufficient to make use of following simple formula:
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Lerp (start, end, weight) = (end — start) *weight + start

3
®) 0<weight <1 0<start <255 0<end <255

During color computation, four transitional zones might be figured out
with regard to the heatmap value. Depending on zone, some channels are held
constant whilst others undergo interpolation. Prior to interpolation, the heatmap
value should be remapped within O ... 1 interval so as to get usable quantity of the
weighing coefficient in formula (3). Transitional zones and color channel
definitions are shown in Table 1.

Table 1
Transitional Heatmap Color channels
Zone Value, f Red Green Blue
Blue to Cyan [0; 0.25) 0 Lerp(0, 255, f) 255
Cyan to Green [0.25;0.5) | O 255 Lerp(0, 255, 1-f)
Green to Yellow | [0.5;0.75) | Lerp(0, 255, f) | 255 0
Yellow to Red [0.75, 1] 255 Lerp(0,255,1-f) | 0

The algorithm in Table 1 is implemented by means of if ... else if ... else
branching. In this way, a smooth transition between two arbitrary end colors is
achieved.

The transparency level is commonly set within 0 ... 255 range and
subsequently applied to each color channel. For example, given pixel RGB
channels of (180, 195, 192) and alpha channel of 40% transparency. In order to
overlay a red pixel (255, 0, 0), derived from the heatmap, the old pixel color and
the red one have to be “merged.” The new color might be computed according to
expression: 0.4*(180, 195, 192) + 0.6*(255, 0, 0) = (225, 78, 77). In this way, the
resulting color channels do not exceed amount of 255 each.

In Fig. 5, an example of dynamic heatmap is visible, so are the normalized
Gaussian kernels, right half. Several normalized kernels are shown at a time. The
red zone depicts the highest value of gaze intensity whilst the blue one denotes the
lowest. The heatmap maximum value is always equal to 1 (read peak). Eventually,
the picture to the left is overlaid with the heatmap layer set to a certain
transparency level beforehand.
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Fig. 5. A heatmap consisting of several Gaussians. top view (left) and perspective

During the video recording stage, the eye tracker user is not expected to be
standing still which is the reason why objects appear with varying coordinates on
the environmental video. The region of interest is not exception to the rule; hence,
the bounding rectangle is to be measured by the algorithm frame by frame. One
way of doing it is making use of four fiducial markers, either Aruco, [6], [7], or
AprilTag, placed at the region corners. OpenCV is capable of detecting the markers
and computing their coordinates on the screen. Four markers define a quadratic
region of interest for it to undergo a perspective alignment later on
(cvi:warpPerspective method). Whenever a key is pressed, the region of interest is
stretched so that it can fill up the viewing surface, i.e. a screen. In this way, part of
the frame outside the region of interest is removed. The operator’s spontaneous
head shake is compensated. Exemplary Aruco markers used in the current study are
shown in Fig. 6, id 105, 106, 107, 108, dictionary id 16.

1a'n'ali=

id=105 id=106 id=107 id=108

Fig. 6. Aruco markers used in the presented study

In addition, exemplary AprilTag markers are shown in Fig. 7, id 0, 14, 22, 17,
dictionary id 36h11

227



id=14 id=22

Fig. 7. AprilTag markers used in the presented study

Due to short focal length of lens, the video frame appears distorted with
barrel distortion dominating. In order to make up for it, a compensation must be
carried out (cv::undistort method) preceded by a compulsory calibration. In the
current study, a readily available example in Aruco module has been used to carry
out the camera calibration stage, yielding in turn the so-called camera matrix and
distortion coefficients vector.

In Fig. 8, the C-Star pilot station screen is shown. For the purpose of this
experiment, the screen has been divided into four groups (information sources)
according to what type of information each group outputs. Broadly speaking,
following groups might be distinguished: Group 1 — navigation map; Group
2 — video channel; Group 3 — instrumentation panel; Group 4 — onboard sensors
data. The number of fixations is to be counted for each information group
separately.

[Scaie 125000

Fig. 8. Information sources available at the pilot station

228



Lt

JWP2, P=75% H=200 ft

Fig. 9. Flight stages

In Fig. 9 three flight stages are shown any flight is formally divided into:
1) from the start to the first turn; 2) up to the 4th turn; 3) to stop. In this case, the
distribution of fixations is determined for each flight stage for each information
source separately.

Results

In Fig. 10, a frame taken by the environmental camera is shown.

Four fiducial Aruco markers are attached to corners of the monitor to
define a region of interest and measure the relevant coordinates. OpenCV draws a
green square, indicating that the method cv::aruco::detectMarkers succeeded in
recognizing the current marker. Only then can the geometric center of each marker
(red dots) be calculated. In addition, the barrel distortion is no longer observable
because numerical compensation has been applied to each frame. Finally, a
dynamic heatmap, which is built in advance, is superimposed on each frame.

In Fig. 11, the transformed (cv::undistort method) region of interest at
exactly the same frame is shown. Evidently, that part of the image surrounding the
region has been removed after the perspective transformation. The process
resembles image cropping. In this way, spontaneous movements of the operator's
head are eliminated. The mobile eye tracker works like a desktop based one.
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Fig. 10. C-Star pilot station with recognized Aruco markers, imposed dynamic heatmap
and compensated barrel distortion

Fig. 11. Transformed region of interest
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In Fig. 12, a detected fixation within the video channel is shown shortly
after take-off. The fixation duration is 1 316 ms. Severe meteorological conditions
are excluded in this very scenario, so are equipment failures. The flight task is the
easiest possible, including stages take-off, flight along the approach pattern,
landing approach and landing. The pilot has a lot of experience.

It is necessary for the algorithm to determine the number of fixations both
within individual areas of interest, Fig. 8, and flight stages, Fig. 9. In Fig. 12, the
current number of fixations is shown in the upper right corner of each information
source. For the video channel, for example (second information source), the
counted fixations from the start to the “Rotate” point are nineteen.

{87 Detected markers - o X

Fig. 12. A fixation lasting 1316 ms _found within the second information source

In Table 2, the number of fixations and derived parameters for the three
fight stages are shown without taking into account distribution by information
sources, i.e. for full screen. The measurement was carried out by a Pupil Labs Core
eye tracker on a C-Star simulator, SimLat.

Table 2
Stage / Fixations | Fixations per | Mean Standard
Parameter number second, sec”' | duration, ms | error, ms
Stage 1,41 sec | 75 1.828020 543.600 68.391
Stage 2,95 sec | 214 2.245495 420.243 27.796
Stage 3, 38 sec | 36 0.966699 1030.441 216.606
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The fixation durations for each flight stage are shown in Fig. 13.

Konstantin, Fixations, ms, vs. Time, s
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Fig. 13. Fixations distribution among the flight stages

In Table 3, distribution of the fixations is shown among both flight stages,
Fig. 9 and information sources, Fig. 8. At this point, a check can be made for
correctness of the obtained data. The total sum of fixations in each row of Table 2
must be equal to the number of fixations in column 2 of table 3 for the
corresponding stage.

Table 3
Stage \ Information source 1 2 3 4
1 (up to 1* turn), 00:12 — 00:53 10 43 20 2
2 (up to 4" turn), 00:54 — 02:29 | 96 85 33 0
3 (up to stop), 02:30 — 03:08 2 30 4 0

4. Discussion

Image distortion compensation seems to be quite laborious as compared to
other stages of the presented study. As a whole, there are two types of image
distortions: radial and tangential. Typically, the former distortion is predominant
owing to lens geometric parameters. The latter distortion is due to the imperfect
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lens alignment as parallel to the sensing element as possible. Although OpenCV
provides readily available methods for compensating image distortion, analytical
approaches toward rectifying image exist which are worth mentioning and
recommended to further project development. These are Brown—Conrady model
and the Division model, [8, 9]. In both models, it is required for the distortion
center to be estimated in advance.

Low resolution of the transformed region of interest might be pointed out
as a minor drawback. Obviously, the wider the lens’ field of view, the worse the
transformed image quality. However, for the transformation to be successful, it is
necessary all four fiducial markers to be visible and discoverable within the image
frame. It is easier to meet this certain requirement by means of a lens with shorter
focal length.

The obtained results indicate that the proposed solution might be
successfully applied to any kind of monitors and imaging screens. Unlike the
desktop-based eye trackers, the mobile device functionality is not limited to the
screen size. What is more, the displayed stimulus does not depend upon the
window manager (DirectX, OpenGL) and screen resolution. Therefore, the
stimulus may run in either of two modes: full screen or windowed. This seems to
be in a more advantageous position over desktop-based eye trackers. Some of them
fail to output a record if the stimulus, a game for instance, is displayed in full
screen mode. What is more, the mobile eye tracker can be plugged in to an
alternative device (PC, tablet, smartphone, etc.) to make the gathering data task less
demanding.

According to obtained results, an experienced pilot switches their attention
between information sources less. The reason is flight scenario simplicity. It is only
sufficient for the pilot to look at the video channel straight so as to acquire
necessary information and accomplish flight task. Furthermore, the Euler angles
(pitch, roll) are limited by the C-star software enabling the pilot to perform basic
flight maneuvering well. Almost all fixations are caught into the second
information source, i.e. the video channel. In addition, as few as seven blinks were
registered during entire flight.

Our experience in using the Pupil Labs mobile tracker led us to the
following conclusions:

1) The presented complex of equipment will let us study the visual
attention distribution of UAV operators during training at a flight simulator.

2) Studying peculiarities of UAV operators’ visual attention distribution by
means of eye-tracker will justify future creation of a science-based methodology
for training students in drone control in different conditions and flight modes.

The data analysis derived from the registered fixations, with respect to the
three conditionally separated flight stages, shows that:

e The fixation records are qualitative and admit processing and analysis.
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e The flight conditional division allows for analysis of visual attention in
terms of number and duration of the individual fixations.

o Fixations distributed on information sources are more difficult to register,
especially on the instrument panel due to the specifics of the screen of the
simulator itself.

A data interpretation derived from the registered fixations follows.

e Approximately identical depicted models of fixations throughout the flight
is established for all test operators.

e The first stage — take-off, is characterized by an increased frequency of
fixations at constant duration.

e Among all observed areas of interest, the operators focus their attention on
the external environment more than the instruments.

e The second stage — cruise flight, is distinguished by a constant and slightly
changing nature of the fixations for all operators.

e Landing features much more diverse fixations for individual operators,
though, as long as all operators are concerned, an extended fixation time is
observable as well as a decreased number of fixed informational sources.

From the obtained results and observation, the following conclusions can
be derived, which, due to the limited number of experiments, cannot be presented
as conclusions with a certain objectivity and reliability.

e The methodology at this stage for studying the cognitive functions of UAV
operators by means of oculographic methods and developing an experimental flight
model, including both visual control of the environment and certain parameters for
maintaining flight on the available instruments, i.e. objective performance of the
task might be considered developed and can be improved for the purposes of the
study.

e There is an initial evidence that oculographic research reveals opportunities
in studying effectiveness of the distribution of visual attention during training and
improving the UAV operator skills.

e It is impressive from the fixations data that the landing stage appears most
difficult to perform, i.e. efforts in the preparation and development of reflexes
should be concentrated, contributing to fast and accurate perception and quality
cognitive functions, which is a prerequisite for safe and effective operator work.

Source code developed to meet the presented research needs might be
downloaded for free by following link [10].
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HN3ITOJIBBAHE HA OKYJIOT'PA® 3A U3CJIE/IBAHE
HA PABIIPEJAEJEHUE HA BHUMAHHUETO HA OIIEPATOPH
HA BE3IIMJIOTHU JIETATEJIHU AIIAPATHU

3. Xybenosa, K. Memooues, JI. Anexcues

Pesrome

B nacrosimara cratus ce mpeiara MoAxo[] 3a u3cielBaHe Ha MPUYMHH 32
pasmpesielieHie Ha BHUMAHHETO Ha ONEpaTop Ha OE3NMWIOTEH JIeTaTeJeH amapar.
[To Bpeme Ha M3CIEABAHETO ONEPATOPHT € TECTBAH Ha MOJETEH CHMYNATOp H
JAHHU ca ChOMpaHHW M BH3YaJIM3UPaHU C TIOMOLITa Ha MoOWIieH okynorpad. JlBa
eramna Ha paboTa ca pasriegaHy MOCIeI0BaTeIHO: HocTposiBaHe Ha 2D Tpancdop-
Malusi Ha PEervoH Ha WHTepec (XoMorpadus) B paMKATE Ha H300paXeHHE U
HacjJlarBaH€ Ha AMHaAMUYHa TOIUIMHHA KapTa. ITo BpEMC Ha IIbpBUA C€Tall CC CJIN-
MHUHHpPAT CIIOHTAaHHW ABWKCHHA Ha TIJlaBaTa Ha oOlepaTropa, KOCTO I103BOJIABA
MOOWJIHUAT OKyJorpad 1a ce U3Moi3Ba KaTo HacToieH. [1o Bpeme Ha BTOpus eTam
ce n300pa3siBa pa3npeeieHHeT0 Ha BHUMaHHUETO Ha Oreparopa.

3a ;a ce peanu3mpa HACTOAIETO U3cieaBane Oe pazpaboren kog Ha C++ ¢
M3IOJI3BaHe Ha METOM, HaM4YHu B Ombmuoreka OpenCV. CrOpaHuTE AaHHU OT
M3CIIeIBAHETO ca 00padoTeHU U 00CHACHN TOPOOHO.

236



Bulgarian Academy of Sciences. Space Research and Technology Institute.
Acrospace Research in Bulgaria. 33, 2021, Sofia

DOI: https://doi.org/10.3897/arb.v33.e17

ANALYSIS OF THE MILITARY APPLICATION OF UNMANNED
AIRCRAFT AND MAIN DIRECTION FOR THEIR DEVELOPMENT

Nikolay Zagorski

Space Research and Technology Institute — Bulgarian Academy of Sciences
e-mail: nzagorski@space.bas.bg

Keywords: Unmanned Aircraft, Military Conflicts, Military UAV

Abstract

Modern military unmanned aerial vehicles (UAVs) are assigned a wide range of functions,
for the implementation of which they perform many tasks in various military conflicts. The results of
the analysis give them the opportunity to reveal the problems in the use of UAVs, make changes in
their functions and tasks and identify areas for further development. At present, this requires the
introduction of the achievements of artificial intelligence, the introduction of expert systems and
microelectronics on board UAVs, as well as their integration with various other means of conducting
armed struggle. At the same time, some of the technological solutions for the creation and
improvement of UAVs for military purposes can be applied in the civilian sector.

Introduction

One of the most characteristic features of modern military conflicts is the
integrated process of using real-time combat information at all hierarchical levels
responsible for decision-making.

Military experts from the world's leading aerospace countries are of the
opinion [3] that in today's combat environment, reconnaissance unmanned aerial
vehicles (UAVs) can solve tactical air reconnaissance and electronic warfare (EW)
tasks with greater efficiency, effectiveness and efficiency, than manned aircraft
(MA). The advantages of UAVs are manifested to a significant extent in the
functions of targeting and correcting artillery fire, in combat control and
retransmission (transmission) of signals, in biological, chemical, radiation and
meteorological intelligence, without risk to personnel involved in these activities.
The term for providing the intelligence received from the UAV to the end user is
also shortened, especially in real time.

The basis for the widespread use of UAVs for intelligence was laid in the
Vietnam War [3], and their combat use began in 1964, with the beginning of large-
scale US hostilities in Vietnam. In particular, as a result of the significant combat
losses suffered in US pilots and aircraft, air reconnaissance was launched with the
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AQM-34L Firebee UAV, with equipment for photo, infrared and electronic
reconnaissance. As a result, in the period from 1964 to 1975, various modifications
of this type of UAV performed over the territory of Vietnam and South China a
total of 3 435 battlefields, of which 2 873 flights (84%) were successful, with only
4 combat losses %. Not a single US serviceman was killed in all the UAV combat
missions.

Study area

Modern military UAVs perform a wide range of functions, for the
implementation of which they perform many tasks over the territory of hostilities
and in the depth of the enemy's position. At the same time, as a result of the
development of high technologies and innovations in military affairs, the functions
and tasks of UAVs often change, in real time. At present, there is no unified
definition and classification of UAVs, but such have the United States, Russia and
other developed countries in terms of aviation. For example, in the European
classification UAVs are divided into the following classes: micro and mini UAVs;
for close action; for action at low altitudes; for action at medium heights; for high
altitude action; for long-range operation, for medium-altitude operation with long
flight duration; for operation at high altitudes with a long flight duration; shock
UAVs [3].

Depending on the range of military UAVs can be divided into tactical,
operational-tactical, operational and strategic, and by purpose can be
reconnaissance; percussion; multi-purpose (intelligence-strike), for targeting; for
correction of artillery fire; for signal retransmission; for REB; for radiochemical
intelligence; such as air targets, false targets, etc. [1,3].

According to the mass, UAVs are subdivided into: micro UAVs (<5 kg);
mini UAV (5 + 200 kg); medium UAVs (<2 000 kg); large (<5 000 kg) and heavy
(> 5000 kg) [2].

UAVs, on the other hand, are a component of an unmanned aerial system
(UAS), which is essentially a target system comprising several UAVs, a ground
control and management station, and security facilities [3].

Due to the fact that there is no pilot on board the UAV, the value of this
device is significantly lower than that of manned aircraft (ten times or more).
According to US experts, the preparation of each pilot for combat aircraft to reach
the level of "combat use" costs millions of dollars (7-8 and more) and is
commensurate with the value of his aircraft. For this reason, compared in terms of
“efficiency/value”, UAVs are significantly superior to manned aircraft.

Research method

The material proposes an approach derived from the theory of systems
analysis [6], showing the relationship between the functions of UAVs, the tasks
associated with the implementation of each of these functions, the results obtained
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after the tasks, the analysis of results, problems the tasks, the proposed solutions, as
well as the feedback in the logical block diagram with these functions and tasks

(Fig. 1). The proposed approach can be defined as functional.

In case of positive results from the analysis

NEW
(UPGRADED)
UAV

According to the
established order

—) > RESULTS OF ANALYSIS OF
UAV [—S{FUNCTIONS |—>{ TASKS [—>{IMPLEMENTATION| SIi\pL EMENTATION
A —>|  OF TASKS OF TASKS
NEW T NEW
(CORRECTED)| - - >{(CORRECTED) FOR PROBLEMS

FUNCTIONS TASKS IDENTIFIED
POSSIBLE

SOLUTIONS

Development of tactical and technical
requirements for modernization of UAVs
or to acquire a new UAV

Fig. 1. Block diagram of application of system analysis for determining
the functions and tasks of UAVs

As can be seen from Fig. 1, in case of positive results from the UAV
actions, as a result of analysis, if necessary, the functions and tasks indicated in the
upper left corner of this figure are repeated. Otherwise, after an analysis, the
problems that have arisen and the possible solutions that have arisen are defined
(lower right corner of the figure). In this situation, there are two possibilities. The
first is the adjustment of the functions and tasks of UAVs or the formulation of
new ones, and the second is the development by a team of diverse specialists of
tactical and technical requirements for modernization of UAVs or the purchase
(creation) of new UAVs.

The results of the solved tasks with the help of UAVs are evaluated on the
following three-point scale:

- complete success: the task is completed;

- partial success: the task is partially completed;

- without success: the task is not completed.
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Military conflicts with the active participation of UAVs

This material is the study of the battle using UAVs in the war in Lebanon
in 1982, in “Operation Desert Storm” in Iraq in 1991, in “Operation Allied Force”
in Yugoslavia in 1999, “Operation Enduring Freedom” in Afghanistan in 2001, the
military action in Syria (2014 + 2020) and the military action in Nagorno-Karabakh
in the autumn of 2020.

The Lebanon War, 1982. During the Syrian-Israeli conflict in Lebanon,
both countries actively used UAVs, mainly to solve air reconnaissance tasks.
During the war, a new class of UAVs appeared — small UAVs, which due to their
size are weakly vulnerable to missile air defense systems (ADS). New ways of
conducting combat operations, respectively, new functions of UAVs appear, for
each of which specific tasks are formulated and set.

The results of the implementation of the functions and the tasks solved by
the UAV in Lebanon are shown in Table 1.

Table 1. Functions and tasks solved during the fighting in Lebanon by the Israeli UAV
(1982)

Ne | Function Tasks solved Results Problems
1. |Air recon- - collection of information on objects of
naissance the defense infrastructure; Complete| Strong enemy
- control of the results of the blows to the | success | air defenses
enemy.

2. |Targeting - transmission from the UAV board in |Complete| Strong enemy

real time of data for the purposes. success | air defenses

3. | Artillery fire | - control of strikes on enemy targets and |Complete| Strong enemy
adjustment | adjustment of artillery fire. success | air defenses

4. |New: - imitation by UAV on a flight of combat

Complicating | aircraft; Complete| Strong enemy
the air - use of new tactics - small UAVs in success | air defenses
situation “Birds in a flock”.

5. | New: - to mislead operators of radar stations Need for
Demonst- (RS); modeling air
rative - radar stations to go into combat mode; attack

. . . . Complete
(distracting) | - unmasking of air defense funds; on enemy
- lifting the enemy's fighters into the air, suceess sites
as a result of which they waste their fuel
aimlessly.

During the operation on June 10, 1982, the Israeli aviation used the small-
scale Scout and Mastiff UAVs on a large scale, using the “Birds in a flock” tactic.
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In this tactic, UAVs fly in large groups at low altitudes, thereby misleading
radar station (radar) operators that manned aircraft are approaching them. These
groups of UAVs complicate the air situation for air defense and aviation [1, 3].

The intelligence information from the UAV board arrives at the land
management points in real time and with great accuracy for the coordinates of the
targets. These data are extremely important for the implementation of functions
Ne 1, 2 and 3 of Table 1.

Following the implementation of function Ne 4, as a result of the
demonstrative (distracting) function of the Israeli UAVs (function Ne 5 in Table 1),
the Syrian operators switched the radar statin to combat mode, whereby the stations
and Anti-Aircraft Missile Complex (AAMC) became “visible” to the Israeli
aviation. The Syrian fighter jets raised in the air meet no enemy and, after running
out of fuel, return and land at the airports for bases. In the next moment, the Israeli
strike aircraft, in the absence of resistance from the Syrian fighters, took to the air,
bombing and rocketing aircraft. During this operation, 18 AAMC batteries and 86
aircraft were destroyed [4, 5], which changed the outcome of the war.

Operation Desert Storm, Iraq, 1991. For the first time, the Multinational
Force Command (MNC) uses different types of UAVs to conduct air
reconnaissance — the American Pioneer, Pointer, Shadow-600 and the French Mart.
At the same time, their implementation is considered limited for reasons of a
different nature. The results of the implementation of the functions and the tasks
solved by the UAV of the MNC in Operation Desert Storm are shown in Table 2.

Table 2. Functions and tasks solved by the MNC UAV in Operation Desert Storm (1991)

No Function Tasks solved Results Problems
1. |Air recon- - collection of information on
naissance objects of the defense - extremely large
) ) Complete : .
infrastructure; success | amount of intelligen-
- control of the results of the ce information;
blows to the enemy. - difficult
2. |Attillery fire | - control of strikes on enemy coordination of data
. . . Complete .
adjustment targets and adjustment of artillery SUCCesS from different
fire. intelligence sources;
3. |Complicating | - launching “false targets”; Complete | - low reliability of
the air - change of heights for UAV use. p UAYV sensors.
o success
situation
4. |New: - destruction of a mobile radar Simultaneous solving
Strike at station by a Predator UAV armed Incidentall of a reconnaissance-
ground targets| with a radar warhead. Y| strike task by one
UAV

* Incidentally: The task is performed for the first time or experimental.
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In the course of hostilities against Iraq, in the interests of the ground forces
and the Marines, UAVs were deployed and used on foreign territory, each of which
included 4 to 5 RQ-2 Pioneer UAVs.

The analysis of the fighting in Iraq shows the active use by the French
armed forces of the “Mart” UAV, based on the territory of Saudi Arabia. They
mainly perform tasks of monitoring, targeting, correcting artillery fire, conducting
air reconnaissance at the operational and tactical level. At the beginning of the
offensive operation, the French UAV's were operating at an altitude of 300 m. What
is new in the process of combat operations is the change of the echelons for the use
of “Mart” UAVs, and in order to avoid a collision with the strike aircraft, the flight
altitude of the UAV is reduced to 150 m (functions Ne 1, 2 and 3 of Table 2).

Operation Allied Force, Yugoslavia, 1999. Different types of UAVs are
involved in this operation in five of the participating countries. For a long time, low
clouds remained in the area of hostilities (March and April), which did not allow
the optoelectronic reconnaissance satellites in orbit to provide the necessary
information. This necessitates the successive launch and use of several UAVs to
ensure a continuous flow of intelligence.

In Kosovo, UAVs are used at medium altitudes, provide a constant flow of
information for the movement of Serbian armored vehicles and solve the following
main tasks: reconnaissance of the group of troops in the plains and the routes for
their movement; detection and tracking of mobile AAMCs and radars;
reconnaissance of the results of air strikes on sites; targeting, for which three
Predator UAVs are equipped with laser targeting and guidance systems.

The results of the performance of the functions and the tasks solved by the
UAV during the fighting in Yugoslavia in 1999 are shown in Table 3.

In the course of the operation, failures also occur as a result of impaired
interaction and incomplete training of the operators. In particular, an operation is
planned (function Ne 4 in Table 3), in which a US UAV must perform aerial
reconnaissance over the territory of Kosovo, transmitting the information to a
British UAV flying over the territory of Macedonia, and from there to a ground
center for management. The actions of the American and British UAV operators,
due to the heavily rugged terrain and the complex meteorological situation, do not
ensure the flow of information to the ground control center.

In Operation Allied Force, about 500 flights with a total duration of
3 800 h were completed. Depending on the intensity of the strikes, there are from
one to four UAVs in the air over the territory of Yugoslavia at the same time.
During the entire period of hostilities, 27 UAVs were lost, six of which suffered
accidents [1, 5]. The US and NATO commands acknowledge the high efficiency of
the use of UAVs in Operation Allied Force, in contrast to satellite surveillance
systems.

242



Table 3. Functions and tasks solved during the hostilities in Yugoslavia by the UAVs of the
opposing states (1999)

Ne | Function Tasks solved Results Problems
1. |Air recon- | - collection of information on objects of
naissance | the defense infrastructure; Complete
- control of the results of the blows to success
the enemy; - bad weather

(low clouds);

- detection and tracking of mobile Partial ~icing of UAV;

AAMCs and radars. success

- rugged terrain
Partial | of the battle
success | zone;

2. |Targeting | - transmission from the UAV in real time
of data for the purposes, including
through laser devices.

- high humidity.
3. |Weather - gathering specialized information Partial & Y
recon- over the enemy’s territory.
. success
naissance
4. |Retransmit | - planning of 2 UAVs in one mission, . .
. - insufficient
data respectively over Kosovo and over . .
. L Failure training of
Macedonia, for retransmission of
operators.

information to a ground control center.

Operation Enduring Freedom in Afghanistan, 2001. This anti-terrorist
operation operation uses, for the first time, the control of a Global Hawk UAV by
satellites in orbit around the Earth. The operations of this UAV in the operation are
limited to several fields and are related to ensuring the combat operations of the US
Armed Forces in Afghanistan. The analysis of the use of the Global Hawk UAV in
the operation shows that the main complexity lies in the management of their
flight, which requires the presence of three free satellite communication lines.
(2, 4].

In the course of the operation, the RQ-1 Predator UAV was used for the
first time in a reconnaissance strike, directly striking ground targets with remote-
controlled anti-tank missiles, air-to-surface class, Hellfire-C and Hellfire-K. The
first target is a moving truck of terrorists, as the operator remotely directs the
missile from the ground. Thus, including in conjunction with US Air Force strike
aircraft, several dozen strikes were inflicted on mobile and stationary targets with
high accuracy of hits.

A new UAV counter-terrorism function is also emerging in the fighting in
Afghanistan, including the protection of convoys and the warning of terrorist
attacks.

An analysis of the experience of using the Predator UAV in Afghanistan
shows that its combat capabilities are limited at both high and low ambient
temperatures. Low temperatures cause freezing and icing of the aircraft, and at high
temperatures, for example, at t° = + 38°C of ambient air, the start of the UAV
should be done in the next 5 + 10 min. Otherwise, the UAV is not able to perform
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the combat task, as the temperature of the air inside it reaches t° = + 66 °C, and at
such a temperature the reconnaissance equipment cannot work normally [5, 7].

An analysis of UAV operations in Afghanistan shows that of the three lost
Predator UAVs, at least two are due to icing. Such a problem was already known
during Operation Allied Force in Yugoslavia in 1999 and during the fighting in the
Bosnian region. Table 4 shows the functions and tasks solved by American UAVs
in anti-terrorist operation in Afghanistan in 2001.

Table 4. Functions and tasks solved during the actions in Afghanistan by American UAVs
(2001)

Ne| Function Tasks solved Results Problems
1. | Air - collection of information on objects - bad weather
recon- | of the defense infrastructure; Partial | (low clouds);
naissance | - control of the results of the blows success | - high humidity;
to the enemy; - extremely high and
2. | Targeting| - transmission from the UAV in real . low ambient
. Partial
time of data for the purposes, SUCCESS temperatures;
including through laser devices. - conditions for icing of
3.| Weather | - gathering specialized information UAVs;
' . Complete| . .
recon- over the enemy’s territory. - significant resource
. success .
naissance required (free channels)
4.| New: - hitting terrorist targets on the for satellite
Anti- ground using guided anti-tank communication with the
terrorist | missiles; Partial | Global Hawk UAV;
- protection of convoys from terrorist| success | - insufficiently good
actions; training of UAV
- a warning of an attack by terrorists. operators.

Several other Predator UAVs were lost in Afghanistan due to insufficient
operator training. Landing of UAVs of this type turns out to be a rather complex
task and is performed by the operator manually, as UAVs during this period still do
not have an automatic takeoff and landing system. This imposes the conclusion of
the need for high professional training of UAV operators in peacetime.

Military action in Syria, 2014 + 2020. According to the Chief of the
General Staff of the Armed Forces of the Russian Federation, 60 + 70 flights of
Russian UAVs are performed daily in the skies over Syria. The main functions
performed by UAVs are: air reconnaissance, electronic countermeasures (ECM),
targeting and correcting artillery fire and air strikes.

With the help of UAVs, the so-called “reconnaissance and strike contours”
are created, with the help of which control over the territory of Syria is ensured
[10]. This control is also carried out by the deployed satellite group of Russia, and
in order to clarify the characteristics of the detected targets by the satellites, the
Russian UAVs conduct post-satellite reconnaissance.
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Table 5. Functions and tasks solved by Russian and Turkish UAVs, as well as UAVs of

Islamists during the fighting in Syria (2014 + 2020)

Ne| Function | Tasks solved | Results | Problems
Russia
1. | Air recon- - collection of information on objects of Difficulties
naissance the defense infrastructure; Complete in aerial
- control of the results of the blows. SUCCESS | dentification
2. | Targeting - transmission from the UAV in real time | Complete | of terrorist
of data; success | structures
- creation of “reconnaissance-strike Partial
contours”. success
3. |Artillery fire - control of strikes on enemy targets and Partial
adjustment adjustment of artillery fire. success
4.| New: - collecting information on the Complete
Anti-terrorist | movement of terrorist structures; success
- liquidation of terrorist leaders and
manpower;
- ECA of terrorists’ UAVs, control of
their control and deviation from their
targets;
- destruction of UAVs by terrorists from
AAMCs, covering relevant sites.
5.| New: - specification of parameters of detected | Complete
Post-satellite | targets by intelligence satellites; success
recon- - clarification of the location and type of
naissance mobile and stationary targets detected by
the satellites.
Turkey
1. | Air recon- - collection of information on objects of Difficulties
naissance the defense infrastructure; Complete in aerial
- control of the results of the blows. SUCCESS | i dentification
2. | Targeting - real-time transmission of data for Complete | of terrorist
urposes, including with laser devices. success | structures
3.| New: - collecting information on the movement
Anti-terrorist of terrorists; Complete
- defeating mobile targets with terrorist P
leaders and manpower; suceess
- defeat armored targets.
Islamic State terrorists
1. [Strike at ground | destruction of ground targets, including . Strong air
keni 1c : 2 Partial
targets Birds in a flock”. Suceess defense and
ECM
2. [Targeting + directs a suicide bomber; Partial | Overcoming
- records the events. success ECM
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Turkish UAVs are constantly patrolling the skies over northern Syria, with
the Bayraktar TB-2 being particularly active. On a daily basis, one of these UAVs
either hits a target or refines its location and directs F-16 or strike helicopters.

Table 5 shows the functions and tasks of UAVs in Syria. Terrorists in Syria
use hand-made or modernized UAVs and apply modern targeting and control
technologies (groups of 10 + 15 UAVs, including “Birds in a flock™). In this sense,
of interest is [8, 10] the massive use by terrorists against an air base and a naval
checkpoint of the Russian Air Force in Syria of 13 UAVs with ammunition on
board on the night of the 5th against the 6th of January 2018. As a result, these air
targets were detected by the air defense system, and 7 of them were destroyed by
the Panzer C1 AAMC. The remaining 6 UAVs were taken under control, as 3 were
forcibly landed outside the territory of the concealed sites, and the other 3
detonated in a collision with the ground.

Recently, Islamic State (ISIL) operators have used a scheme in which a
UAV indicates the target and directs a suicide bomber to the target vehicle, in
which the drone controls the process and records events for propaganda use [7, 10].

The military operations in Nagorno-Karabakh in the autumn of 2020. In
these actions, Azerbaijan widely uses strike UAVs and with their help a new model
of combat operations in a local military conflict is being tested.

The main approaches to UAV operations in Nagorno-Karabakh by the
Azerbaijani army are diverse. In the first place, strong and prolonged strikes by
various types of UAVs are methodically applied, together with artillery and
surface-to-surface missiles. Secondly, unmanned barrage ammunition (single-
action) is used, as well as reconnaissance and strike UAVs for tactical purposes,
equipped with high-precision ammunition with small dimensions.

Azerbaijan’s main air strike force consists of the Bayraktar TB-2 UAV,
presumably operated by Turkish operators with significant combat experience in
Libya and Syria. Used in conjunction with barrage ammunition, these UAVs have
become an effective means of destroying tanks, vehicles and artillery and air
defense equipment of the Armenian army. According to some data, the Bayraktar
TB-2 UAYV destroyed more than 60 T-72 tanks, others about 20 armored vehicles,
11 self-propelled howitzers, 5 Radar stations, 20 pcs. AAMC launchers, separate
C-300 AAMC launchers, etc. [10].

The combat use of all types of UAVs in the operations in Nagorno-
Karabakh clearly proves that the detection and destruction of targets with a low
effective reflecting surface, such as unmanned barrage ammunition, is a difficult
task for modern air defense systems.

On the other hand, Bayraktar TB-2 reconnaissance UAVs demonstrate
medium-altitude tactics with small-scale high-precision weapons fired outside the
air defense units of the ground forces. In practice, this allows UAVs to wage a
“contactless” war, without human casualties, at relatively modest financial costs.
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The success of the Azeri UAVs has been achieved mainly in the relatively
flat areas. With the onset of autumn fogs and low clouds, the use of UAVs is
severely limited in the mountainous and semi-mountainous and forested areas of
Nagorno-Karabakh.

Table 6 shows the functions and tasks of UAVs in Nagorno-Karabakh
(autumn, 2020).

Table 6. Functions and tasks solved by Azeri and Armenian UAVs during the fighting in
Nagorno Karabakh (autumn 2020)

Ne| Function | Tasks solved |  Results | Problems
Azerbaijan
1. | Air recon- | - collection of information on objects C 1 Complex
naissance | of the defense infrastructure; omp.eteh meteorological
- control of the results of the blows to suclcess mn tt €| situation in the
the enemy. plane pat mountains
2.| Targeting | - targeting high-precision weapons
. ; . 1
with small dimensions; Comp.ete
success in the
-management of unmanned barrage lane part
ammunition. P P
3.| Recon- - reconnaissance and execution of Overcomin
naissance | effec-tive strikes within one flight of ’g
. the enemy’s
& strike at | a UAV; .
. . . . Complete air defenses
ground - use of UAVs in conjunction with suceess in the
targets artillery and surface-to-surface
missiles; plane part
- launching UAV weapons outside the
air defense zone.
Armenia
1. | Air recon- | - collecting information to move the
. . g . Unable to fight
naissance | enemy; Without b .
- control of the results of the blows to success arraging
ammunition
the enemy.

While Azerbaijan uses mainly Israeli and Turkish UAVs, as well as its own
production under an Israeli license, Armenia opposes several dozen UAVs, entirely
its own development. They are far behind the Azeris, both in terms of technology
and their number in the area of hostilities. The incidental use of Armenian UAVs is
limited to a few reconnaissance fields.

The analysis of the fighting in Nagorno-Karabakh in the autumn of 2020
confirms the reconnaissance and strike function of the UAV with the ensuing
relevant tasks. In particular, UAVs are increasingly performing integrated in-flight
reconnaissance and strike functions, capable of carrying a variety of weapons or
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being used as “guided missiles”. After being used for the first time in Syria, the use
of “kamikaze drones” is also confirmed here.

Main directions for UAV development

The analysis of the combat operations with the participation of UAVs in
the military conflicts discussed above provides an opportunity to formulate the
main directions for their development. These should be related to the introduction
of the achievements of robotics, artificial intelligence, on-board expert systems,
algorithms for “Birds in a flock”, as well as integration with other various means of
armed struggle [2], in the context of ongoing miniaturization of UAVs.

The main directions for the development of military UAVs are specified
according to their purpose.

UAV for reconnaissance and targeting. First of all, their development
requires the implementation of complex reconnaissance with various sensors,
including on-board radars with synthesized aperture, as well as improving the
quality of algorithms in the program for flight control of UAVs in the respective
modes, towards increasing autonomy and successful targeting.

Secondly, it is necessary to work on improving the programs and methods
for coding radio signals, to create a “chaotic change of frequencies”, to use
different modulations of the signal, etc., in order to maximize the difficulty of the
opposing side.

The next direction is aimed at the development and improvement of data
exchange systems with other aircraft and ground control points, the surveillance
cameras used by UAVs and the image recognition algorithms. It is believed that
UAVs will be able, observing the gathering of many people, to detect even
suspicious persons and the presence of explosives, small arms and more dangerous
objects [8].

UAV for strikes on targets. First of all, it is necessary to continue
improving and developing the management of ammunition and high-precision
UAYV weapons used for strikes on land and sea targets. The modernization of the
technologies and the element base will allow reducing their mass, to create light
enough “smart” ammunition for UAVs with self-targeting systems.

Secondly, specialized UAVs (for example, the deck X-47A) with a high
degree of invisibility should be used to break through the air defense system,
which, after hitting the targets, should transmit information in a protected from
interference mode to the following strike aircraft. To increase the strike capabilities
of UAVs, some manufacturers are increasing the amount of ammunition on board.
For example, China is building the world’s largest UAV, capable of carrying up to
24 air-to-ground missiles and staying in the air for up to 60 hours [10].

UAV for electronic warfare. It is necessary to improve the methods and
techniques for electronic warfare in complicated air conditions, as well as the
creation of false targets in the process of using UAVs.
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Use of UAVs as air control points. Experts believe that equipping UAVs
with computer systems with artificial intelligence (expert systems) will improve
their security [2]. It is considered that in case of disruption or disconnection of the
operator, such UAVs will be able to independently detect and identify objects, use
the means of destruction and perform other independent actions.

Use of UAVs for logistics deliveries. The development of UAVs shows
that a new UAV function can be established. For example, in modern military
conflicts, the importance of small reconnaissance and sabotage groups of Special
Forces, which periodically need to supply ammunition and material resources, is
growing.

The listed UAVs for different purposes can be configured as convertibles.

Use of aerospace UAVs. Based on the X-37B aerospace UAV with a high
degree of robotics, which has successfully completed several flights in the current
decade, in the period until 2035 it is planned to produce and accept weapons in the
US Air Force of several X-37B unmanned spacecraft [9]. They provide fast access
to space and solve a wide range of tasks, among which the leading ones are
reconnaissance and satellite inspection.

The analysis of the military applications of UAVs allows to formulate the
main directions for the development of unmanned aerial vehicles for civil
(commercial) purposes, such as: monitoring (surveillance and control) of the
critical infrastructure of the country, mainly energy and transport; early detection
of natural disasters (floods, fires, earthquakes, etc.) and man-made accidents, as
well as damage assessment; independent control of the radiation situation in the
Nuclear power plant area (s); monitoring of marine areas; assessment of
environmental losses from various pollution and cataclysms; information provision
of search and rescue operations; delivery of goods in hard-to-reach places; control
of traffic on highways; cadastral survey of regions on the territory of the country;
medical care, etc. The most serious problem in these cases is of a legal nature. In
order to obtain the status of civil aircraft, each of the types of UAVs must pass the
certification procedures in accordance with the airworthiness standards in force in
the country.

Conclusion

The new functions and tasks of the UAV analyzed in the material require
the respective scientific and engineering-technical researches and substantiations.
According to some authors, in the coming decades, UAVs will replace manned
aircraft. Obviously, a balance should be sought between these two types of aircraft.
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AHAJIN3 HA BOEHHOTO INPUJIO’KEHUE HA BE3IIMJIOTHUTE
JIETATEJIHU ATTIAPATU U OCHOBHU HAIIPABJIEHUSA
3A PABBUTHETO UM

H. 3azopcku

Pesrome

Ha cbBpemennuTe BoeHHH Oe3nmioTHH JetarenHu amapatu (BJIA) ce
BB3JIaraT MUPOK CHEKTHP OT (QYHKIIWY, 32 Pealn3alusaTa Ha KOUTO T€ U3ITBIIHIBAT
MHOXECTBO 33J]audl B Pa3IMYHU BOSHHHU KOH(IUKTH. Pe3ynraTure oT aHanmusza um
JlaBaT B3MOXHOCT J]a C€ Pa3KpHUAT MpodieMuTe 1o u3non3Banero Ha bJIA, BHecaT
VM3MEHEHUS BbB (YHKIIMHUTE W 33Ja4nTe UM H ce Habene)kaT HampaBJeHHs 3a T0-
HaTaThIIHO pa3ButThe. [loHacTOsIMIEeM TOBa Hajara BbBEXJaHE Ha MOCTIKEHUSATA
Ha U3KYCTBEHHUS HWHTEJEKT, BHEAPSABAHETO HA EKCHePTHH CHCTEMH H
MHUKpPOEJIEKTpOo-HiUKa Ha Oopaa Ha BJIA, KakTo M MHTErpHUpaHeTo UM C APYTH
pa3HOOOpa3HM CPEeNCTBa 3a BOJCHE HAa BhOPHKEHA O0pOa. EmHoBpeMeHHO ¢ TOBa
4acT OT TEXHO-JOTMYHUTE PELICHHUS 3a Ch3AaBaHe U yChbBbpIIeHCTBaHE Ha BJIA 3a
BOCHHH LIEJIM MOTaT Aa ObAaT NPUIIOKECHU U B TPOKIAHCKHUS CEKTOP.
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Abstract

This article is a continuation of an overview of the contemporary resources for Earth
Observation (EO) education for secondary schools. The themes covered by the sequel are the main
EO education initiatives supported by international, EU and national organisations, outreach
activities, citizen scientists’ projects and free and open source software (FOSS) EO tools. The article
elaborates on future prospects of EO resource developments in the education system its relevance for
society and its connection with STEM subjects.

Introduction

In the first part of this review, published in Vol. 32 of Aerospace Research
in Bulgaria, we covered the worldwide web and e-Learning resources for Earth
Observation (EO) education for secondary schools and the main EO education
initiatives supported by international, EU and national organisations. It was made
clear also by other authors, that despite the developments in the EO for school
education [1, 2] it is still underutilized [3].
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The aim of this review, which is Part II of the sequel, is to provide an
overview of the available international, regional and national education resources
in EO for secondary schools, to identify subjects who are not yet well represented
in the curricula but would benefit from using remote sensing in the classroom, and
to address several didactic aspects, which could help establish Earth Observation in
school.

Data and methods

Similar to Part I of the review, Part Il integrate the material presented at
Frascati EO Education Workshop 2014 with other information obtained in the ESA
LearnEO! Project and ESA EO Open Science 2016. It is also based on the
experience obtained in project Science Education through Earth Observation for

High Schools (SEOS)' supported in the 6th FP-EU, FIS, and from the ongoing
EO4GEO project (ERASMUS+, EC). The experience gained during EEOBSS
project implementation also served as a basis for the review.

Earth observation resources for secondary school education

Part II of the review we keep on following the logic of Part I when
presenting the resources. Thus, the main review findings are presented in
alphabetical order of the material producer/provider. In Part II of the review article,
EO education activities and resources are organised in the following categories: 1)
outreach activities, 2) citizen science, and 3) software and tools.

Outreach activities

DLR

The DLR School Lab Oberpfaffenhofen [4] is an extracurricular science
lab, designed to attract secondary school students to Mathematics, Informatics,
Natural Sciences, and Technology (MINT). It has been developed and operated
since 2003 and offers thirteen hands-on experiments for secondary school classes,
as well as advanced teacher trainings in Physics and Geography.

ESA

ESA Space Education Resource Offices (ESERO) — so far such offices are
established in the following ESA member-states: Belgium, the Czech Republic,
Germany, Ireland, Netherlands, Nordic (Denmark, Finland, Sweden, and Norway),
Poland, Portugal, Romania, and the United Kingdom. One of these offices is
located in Belgium, which has its own website URL: http://www.esero.be and a
Facebook page: https://www.facebook.com/ESERO.BELGIE. One of the most

1 SEOS project. http://www.seos-project.cu (last date visited 18 March 2021)
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interesting and active offices is the ESERO-UK , which has a dedicated website to
the Principia mission [5] of the UK member of the International Space Station
(ISS) Tim Peake. The space education resource office has its own project activities
related to ESA research priorities, among which is EO [6].

The collaboration between ESA and the German Aerospace Centre, DLR
(Deutsches Zentrum fiir Luft- und Raumfahrt) was set up in 2012 to produce 3D
videos that will be used in the virtual theatre facilities at ESA. Building on this and
the DLR School Lab for schools, a School Lab was organised as part of the IEEE
International Geoscience and Remote Sensing Symposium 2012 in Munich.
Building on these activities and the education resources developed in the UK, a
similar School Lab took place at the ESA Living Planet Symposium in 2013, in
collaboration between ESA, DLR, the UK Space Agency (UKSA), the National
Centre for Earth Observation (NCEO) and the National Space Centre in Leicester,
UK. Similar resources and activities for similar outreach events may be included in
future EO symposia and conferences.

New videos for schools and the general public have been created in
ESA/ESRIN. This includes an educational video on EO and Volcanoes for schools,
produced jointly with the Italian National Institute of Geophysics and Volcanology,
INGV (Istituto Nazionale di Geofisica ¢ Vulcanologia).

NASA

NICE — Innovations in Climate Education (NICE) were a competitive
project to promote climate and Earth system science literacy among
underrepresented minority groups to science careers and educational opportunities.
The three-year project was implemented in partnership with Jackson State
University (JSU) and MSU under the cooperative agreement "Strengthening Global
Climate Change education through Remote Sensing Application in Coastal
Environment using NASA Satellite Data and Models". The goal was to increase the
number of high-school and undergraduate students at JSU, a Historically Black
University, who are prepared to pursue higher academic degrees and careers in
STEM fields [7].

University of Berlin (Freie Universitiit)

From 26 February to 22 May 2008, the German Space Agency (DLR) and
the Freie Universitdt Berlin (FU) presented an exhibition on “The new picture of
our neighbour Mars” at the university campus of Dahlem in Berlin. Results of the
European Mars mission “Mars Express” were presented, in particular images taken
by the High Resolution Stereo Camera (HRSC). A guided tour through the images
and movies on display was presented to several groups of youngsters: starting from
4 to 15 years. To give a real 3-D impression of the Mars surface, the staff from “the
Planetary Sciences and Remote Sensing Group” presented special fly-over
animations by using a GeoWall display and by working with anaglyph movies.
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Especially for HRSC data, make use of the press-release data and modify it
appropriately so that children of all ages can extract the most important
information.

Citizen Scientists (CS) Projects

ESA is funding four citizen science (CS) projects to test and explore the
potential and limits of CS in EO [8]. These pilots look at agriculture support, forest
monitoring, land-use classification and air quality.

The Geo-wiki Project [9] is a global network of volunteers who wish to
help improve the quality of global land cover maps by adding information
on speciesdistribution, habitat, ecosystems and other scientific landuse information.

A Land Cover validation game, developed as a web-based game, was
developed by the VGI & Citizen Science — GEOlab, Polytechnico di Milano
(Polymy) [10]. The web-application was successfully tested at a mapping party
during the FOSS4G Europe 2015 conference.

EO Software and Tools

During the past years, numerous software packages and tools have been
released, which can be used for EO education in class. Most of them are free and
open source software (FOSS), which allows schools and teachers who don’t have a
dedicated budget for software licences to use free satellite data for their classes.
Although their graphical user interface GUI) is developed with a varying level of
complexity, they can still be used to perform alone or in combination of basic and
even advanced image processing tasks.

The Bilko software [11] was first developed for UNESCO in 1987 to
provide free image processing capability for education use. The software has since
been updated regularly to keep pace with the developments in remote sensing
technology. The LearnEO! The project has extended Bilko's capabilities to include
support for data from ESA satellites such as ERS, SMOS and CryoSat, as well as
along-track altimeter data from Envisat and Jason-2.

Erdas ER viewer (Hexagon Geospatial ©), available free of charge, can be
used to open raster image formats such as TIFF, GeoTiff, IMG, ECW, ERS, ALG,
DAT and many more, and are capable of handling large file sizes [12].

ArcGIS for Schools is a recently announced programme for schools by
ESRI Inc. The educational programme of the world renown GIS leader was
altogether redesigned during past years, including licencing and the
professionalisation of the offered courses, through academia and school education.
One of the main benefits that ESRI provides during a pandemic is the free use of
ArcGIS for schools, which is part of the company social commitment and
responsibility. The popular cornerstone product ArcGIS of ESRI is offered for free,
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including the new image processing (including EO data processing) functionality,
which is already a part of the suite [13].

ESA toolboxes [14] are designed for professional users of EO data, but are
also extensively used in the training of more advanced users, for example through
computer exercises for university courses and shorter advanced courses and
summer schools. The ESA toolboxes (mostly open source) are freely available
from the web and include the Basic ERS & Envisat (A)ATSR and MERIS Toolbox
(BEAM), the Next ESA SAR Toolbox (NEST), a toolbox for the scientific
exploitation of polarimetric SAR data (POLSARPRO), the Basic Radar Altimetry
Toolbox (BRAT), the GOCE User Toolbox (GUT) and many more. The new
satellite data from Sentinel-1, -2 and -3 will be processed using the developed
SNAP with Sentinel Toolboxes. Even though more complex for education , they
can be easily adopted in class due to its GUI similarities with the ESA education
software LEOWorks.

Google Earth [15] has become one of the widely used EO data
visualisation tools. Along with the API, the platform allowed many scientists and
educators around the world to visualise their own data on a 3D surface. The
features, such as street view, geo-tagged imagery, underwater relief attracted many
individuals and companies to use the platform to build upon their own ideas. As of
the past few years the Google Earth Project released the Professional version free
of charge that increased its popularity.

In Europe, one of the earliest and most widely used software tools for
image processing with the support of numerous satellite datasets is the Integrated
Land and Water Information System (ILWIS) [16]. In late 1984, ITC was awarded a
grant from the Dutch Ministry of Foreign Affairs. By the end of 1988, the project
resulted in the official release of the DOS version 1.0 of ILWIS. The ILWIS was
launched commercially two years later. As of July 1, 2007 ILWIS Open 3.X is
available as 52°North free and open source software (GNU GPL).

Two software packages are indicated by ESA for general education
purposes: LEOWorks and Bilko. The LEOWorks [17] is a didactic tool with
extensive help pages and an all-inclusive tutorial, allowing students to process
satellite imagery and combine them with other geospatial information. The new
version is developed in Java, is platform-independent (Windows, MacOS, Linux)
and will be released under a General Public License (GPL)%. It will include
advanced GIS functionality and optical and SAR image processing in a user-
friendly environment.

One of the honourable mentions for the EO education legacy software used
intensively in the early 2000s is MicroMSI. The MicroMSI for Windows is a
remote sensing imagery analysis programme designed for use in introductory
courses in remote sensing, developed by the National Geospatial-Intelligence

2 GPL. http://www.opensource.org/licenses/gpl-license.php (last date visited 18 March 2021)
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Agency. MicroMSI for Windows is a "public domain programme and can be freely
redistributed for non-commercial purposes", after modern terminology freeware.
Although not supported, it still features some advanced image processing
multispectral image analysis techniques and it supports hypercube visualisation
HYDICE and basic spectral analysis [18].

MultiSpec© is being developed at the Purdue University, West Lafayette,
IN, by David Landgrebe and Larry Biehl from the School of Electrical and
Computer Engineering, ITaP and LARS. It results from an on-going multiyear
research effort, which is intended to define a robust and fundamentally based
technology for analysing multispectral and hyperspectral image data, and to
transfer this technology to the user community in as rapid a manner as possible.
The results of the research are implemented into MultiSpec and made available to
the user community via the download pages. MultiSpec© with its documentation is
distributed free of charge as a desktop online system on the following web-page
[19].

One of the first EO software tools used in University education in Asia was
Dragon/ips® software developed and marketed by Goldin-Rudahl Systems, Inc. As
of 2010, Goldin-Rudahl Systems has agreed that the Open Dragon software, based
on Dragon version 5, will be open source for non-commercial use. The Project is
currently providing an Open version of the Dragon software which is used
worldwide by schools and universities [20]. One of the Open Dragon Project is free
lecture materials and hands-on developed and distributed software.

Orfeo ToolBox (OTB) is an open-source project of CNES for a state-of-the-
art remote sensing. Although a complex one, its free distribution enables educators
to use it even in class. It can process high-resolution optical, multispectral and
radar images at the terabyte scale. A wide variety of applications are: from ortho-
rectification or pansharpening, all the way to the classification, SAR processing,
and more. It includes a fast image viewer, apps callable from Bash, Python or
Monteverdi, QGIS, and a powerful C++ API [21].

Quantum GIS (QGIS) is a user friendly free and open source software
(FOSS) Geographic Information System (GIS) licenced under the GNU General
Public License. The QGIS is an official project of the Open Source Geospatial
Foundation (OSGeo). It runs on Linux, Unix, Mac OSX, Windows, and Android
and supports numerous vector, raster, and database formats and functionalities
[22]. During the last years many educational projects and courses have been
intensively relying on QGIS that is due its multifunctionality including GIS and EO
capabilities. The wide user community, which produces scripts and extension,
leverage its capabilities further, which makes the FOSS GIS and EO software a
true alternative for education.
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Discussions and conclusions

In the Part II of the review we provided a brief overview of outreach
activities as well as the citizen science projects and software tools for EO
education. With this we hope that we will enable the educators, scientists and
student alike, to reach out much easier to the tools and resources needed to
jumpstart with EO. However, some of the most pronounced key issues and
perspectives with regard to secondary school education were outlined in Part I,
which we will not restate here. Rather, we conclude with the self-imposing
conclusion of the review that due to many external factors to the secondary school
educational system worldwide the change from a non-systemic to a systemic
approach in EO education is about to turn into a reality soon. This is mainly due to
the existing critical mass of resources, tools, software, as well as projects and
initiatives that all lead to a better realisation in the EO community and the policy-
makers for the professionalisation of the EO. It is well known that the career choice
is commonly made during the school years. This is becoming a well-understood
fact not only to educators but also to scientists and university staff who always feel
the pressure of the need of the well-educated students who are capable of
undertaking more and more complex tasks involving EO data and resources. The
process of transition is manifold and it also involves many actors on different
levels but will inevitably lead to the formulation either of a common education
framework for EO education in schools or in the worst case scenario — inclusion of
the EO technology in various STEM disciplines taught in class. This is a necessity
for times, which also witness an unprecedented inflow of EO data as well as
galloping new technology developments and transformations that will build a
bridge between education and practice.
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OB30P HA PECYPCUTE 110 HABJIIOAEHUE HA 3EMSITA
3A CPEJHOTO OBPA30BAHHUE —YACT 2

JI. @unues, H. Manaxoc, P. Poiimep, I'. Mapoupocan, II. Cpedposa,
JI. Kpanesa, /I. /lumumpos, K. Mapunu, A. Puitnoe

Pe3rome

Ta3u crartus e npoabiikeHrue Ha 0030pa (Yact 1) Ha ChBpEMEHHUTE pecyp-
cu 3a HaOnroieHre Ha 3eMsTa 3a cpenHuTe ydmniia. TemMnte, 00XBaHATH OT TIPO-
IBIDKEHHETO, Ca OCHOBHUTE 00Pa30BaTEIIHA WHUIIMATHBY, TIOJKPETISTHA OT MEXKIY-
HApOJIHU, €BPOMEHCKH W HAIMOHAJIHHM OpraHW3alluH, NEHHOCTH MO pa3mpocTpa-
HEHHE Ha pe3yJTaTH, MPOSKTH CBBP3aHU C TPpakJaHCKa HAyKa W MHCTPYMEHTH 3a
pabota (BximouuTenHo codryep) cbe cBoboaeH u otBopeH kox (FOSS). B crarusara
ce pasriexaa ObACHIeTO Ha pa3BUTHETO HAa pecypcuTe 3a HaOmoieHne Ha 3eMsATa B
crcTeMara Ha CpelHOTO 00pa30BaHKe, KOETO € OT 3HaYeHHE KaKTO 3a 00IEeCTBOTO,
TakKa U 3a Bpb3Kara Ha HaOmoneHneTo Ha 3emsaTa cb¢ STEM nucrummauTe.
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Abstract

On April 12, 1961, Yuri Gagarin proclaimed the arrival of a new space age. The rapid
advances in the different space sciences and technologies began after the first human spaceflight.
Then, fundamentally new sciences and technologies appeared. At present, space science covers a
broad range of disciplines. The following outline is provided as an overview and topical guide to
space sciences:

Astronomy and Space Astronomy, Cosmology, Astrophysics, Space Physics, Solar-
Terrestrial Physics, Aeronomy, Solar physics, Heliospheric Physics, Cosmic Ray Physics, Space
Weather and Space Climate (Earth-Space Climatology), Space Dosimetry, Space Chemistry or
Cosmochemistry, Remote Sensing of the Earth and Planets, Planetary Science, Planetary Geology,
Astrogeology or Exogeology, Exoplanetology or Exoplanetary Science (Science for Extrasolar
Planetary Systems), Intelligent Life in the Universe, Astronautics (or Cosmonautics), Orbital
mechanics or Astrodynamics, Space life sciences: Bioastronautics, Space Medicine, Space
Neuroscience, Space Biology, Radiation Biology, Biotechnology, Space Botany or Astrobotany,
Microgravity Environment Research; Archaeoastronomy, Space Anthropology, Xeno-anthropology
(Exo-anthropology), Space Law, Space Technology, Space Navigation, Space Communications,
Space Architecture, Space Logistics, Space Robotics, Space Robotic Colonies, Space Colonization
(also called Space Settlement or Extraterrestrial Colonization), Planetary Habitability, Space
Manufacturing, Space Materials Science, Satellite Industry, Space Business, Space Tourism, Space
Hardware, Space Industry, and Space Ecology.

With the help of these advanced space sciences humankind confidently began the
exploration of space. But these studies led also to numerous new technologies and applications to
improve people's lives.

Finally, we mention again Yuri Gagarin and his cosmic heritage. He left behind an
inspirational legacy, which even today still continues to motivate millions of people worldwide.
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Introduction

On October 4, 1957, the first human-made Earth satellite Sputnik I was
launched into outer space, thus opening the way for space exploration. On April 12,
1961, Yuri Gagarin became the first human to orbit the Earth, opening a new
chapter of human endeavour in outer space.

The Declaration of General Assembly of United Nations (UN) of April 7,
2011 recalls “the amazing history of human presence in outer space and the
remarkable achievements since the first human spaceflight, in particular Valentina
Tereshkova becoming the first woman to orbit the Earth on June 16, 1963, Neil
Armstrong becoming the first human to set foot upon the surface of the Moon on
July 20, 1969, and the docking of the Apollo and Soyuz spacecrafts on July 17,
1975, being the first international human mission in space, and recall that for the
past decade humanity has maintained a multinational permanent human presence in
outer space aboard the International Space Station.”

The beginning of the Space Era for mankind

The 12 April 1961 was the date of the first human space flight, carried out
by Yuri Gagarin (Figs. 1, 2), a Soviet citizen. This historic event opened the way
for space exploration for the benefit of all humanity.

Fig. 1. Gagarin's name was immortalised when he made a single orbit of Earth on April 12,
1961. (Science reporters, BBC News, https://www.bbc.com/news/science-environment-

12460720)
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Fig. 2. The trajectory of the spacecraft ,, Vostok-1". Gagarin went into darkness behind
the Earth over the Pacific. He saw the Sun rise as he was moving over the South Atlantic.
(Science reporters, BBC News, https://www.bbc.com/news/science-environment-12460720)

The General Assembly of UN, in its resolution A/RES/65/271 of April 7,
2011, further declared 12 April as the International Day of Human Space Flight “to
celebrate each year at the international level the beginning of the space era for
mankind, reaffirming the important contribution of space science and technology in
achieving sustainable development goals and increasing the well-being of States
and peoples, as well as ensuring the realisation of their aspiration to maintain outer
space for peaceful purposes.”

The General Assembly expressed its deep conviction of the common
interest of mankind in promoting and expanding the exploration and use of outer
space, as the province of all mankind, for peaceful purposes and in continuing
efforts to extend to all States the benefits derived there from.

UN and Space

From the very beginning of the Space Age, the United Nations recognised
that outer space added a new dimension to humanity's existence. The United
Nations family strives continuously to utilise the unique benefits of outer space for
bettering all humankind.

Today, the United Nations work for international cooperation in peaceful
uses of outer space with the United Nations Committee on the Peaceful Uses of
Outer Space (COPUOS).

This Committee is also responsible for implementing the Secretary-
General's responsibilities under international space law and maintaining the United
Nations Register of Objects Launched into Outer Space.
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The United Nations has approved for the international community the
following periods related to space:
e International Day of Human Space Flight (12 April);
e World Space Week (4 — 10 October), associated with the celebration of the
first artificial satellite Sputnik I;
e International Asteroid Day (30 June);
e International Space Year ISY (1992).

Space Science and Exploration

Space science makes us look outwards from our planet, to the stars and
beyond. It’s a subject who strives to answer the ultimate questions: How did our
Earth and our Solar System form and evolve? What is our place in the Universe?
Where are we going? Where did life come , and are we alone?

By studying the other planets in our own Solar System, we can try placing
Earth in context. The space states, organizations and institutes, for instance:
NASA, RosCosmos, CNSA (China National Space Administration), ESA, JAXA
(Japan Aerospace Exploration Agency), etc. have already sent the spacecraft to
Earth’s nearest planetary neighbours — Mars and Venus — to understand why they
evolved so differently, and in the next decade we’ll be unlocking the secrets of the
innermost planet, Mercury, too.

The gas giants, and in particular Jupiter with its four large moons — some
of which may harbour underground oceans — is also a key to piece together the
Solar System evolution. Unravelling the behaviour of our parent star, the Sun, is
another crucial element to decipher our cosmic origins. And as more and more
planets are found orbiting other stars, understanding our own cosmic
neighbourhood has never been important.

What about the origin of the Universe itself? If we could ‘see’ microwaves,
the night sky would glow with the first light ever released into space. This is the
relic radiation of the Big Bang — the event that set the beginning to the Universe
itself. With our space science missions we can tease out the details of the
Universe’s earliest moments, seek out the first stars and galaxies, and learn about
the fabric of space and time.

These incredible space observatories can also give us clues to the future
destiny of our Milky Way galaxy, and the Universe itself. The space science
missions provide access to the largest science laboratory we have ever known: our
Universe.

Overview of space sciences

Thousands of years ago, our remote ancestors looked up and wondered
about their place between Earth and sky. Like them, we ask the same profound
questions, such as how did the universe begin?
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Today, we are beginning to answer these questions. Using tools of science
that range from abstract mathematics and computer modelling to laboratories and
observatories, humans are filling in the details of the amazing storey of the
universe.

In the last 60 years, space probes and space observatories have played a
central role in this fascinating process, and RosCosmos, ESA, NASA, CNSA,
JAXA, etc. Space Science agencies will continue to address these four profound
questions:

1) How did the universe begin and evolve? We seek to, explain the
earliest moments of the universe, how stars and galaxies formed, and how matter
and energy are entwined on the grandest scales.

2) How did we get here? We investigate how the chemical elements
necessary for life have been built up and dispersed throughout the cosmos,
evidence about how the Sun affects Earth, similarities between Earth and other
planets, and how comets and asteroids in our solar system affect Earth.

3) Where are we going? Our ultimate place in the cosmos is wrapped up in
the fate of the universe. Humanity has taken its first steps off our home world, and
we will make it safe to travel throughout the solar system.

4) Are we alone? Beyond astrophysics and cosmology, there lies the
central human question: Are we on Earth because of an improbable accident of
nature? Or is life, perhaps even intelligent life, scattered throughout the cosmos?

Now, in support of the new vision of space exploration, orbiting
observatories and planetary probes will be joined by human explorers in seeking
answers to these questions. Robotic scouts will blaze the trail, reconnoitring the
planets, moons, asteroids, and comets of the solar system in advance of human
expeditions, as observatories monitor the sun and its effects on its planetary
retinue.

The Space Science will work with new exploration systems to develop and
deploy new technologies, first on automated spacecraft and then on human
missions.

Branches of Space sciences

Space science covers a broad range of disciplines, from meteorology and
geology, to lunar, solar, and planetary science, to astronomy and astrophysics, to
the life sciences. Space science encompasses all of the scientific disciplines that
involve space exploration and study natural phenomena and physical bodies
occurring in outer space, such as space medicine and space biology [1, 2].

The following outline is provided as an overview and topical guide to
space science:

Astronomy - sciences that study the laws of the stars are a natural science
that studies celestial objects and phenomena. It uses mathematics, physics, and
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chemistry to explain their origin and evolution. Objects of interest include sun,
moon, planets, stars, nebulae, galaxies, comets, gas, dust and other non-Earthly
bodies and phenomena. Relevant phenomena include supernova explosions,
gamma ray bursts, quasars, blazars, pulsars, and cosmic microwave background
radiation. More generally, astronomy studies everything that originates outside
Earth's atmosphere. Cosmology is a branch of astronomy. It studies the Universe as
a whole.

Space Astronomy is engaged now in observational research from
instruments for the next generation and the study and launch of new improved
space missions. Observations are conducted over a wide range of wavelengths,
including radio submillimeter infra-red, X-ray and gamma-rays. Main targets
include galaxy clusters, active galactic nuclei, galaxies, stars star-forming regions
and protostars, supernova remnants, interstellar matter, exoplanets.

Astrophysics — study of the physics of the universe; of extraterrestrial
objects and interstitial spaces. Astrophysics refers to the branch of astronomy
dealing with the behaviour, physical properties, and dynamic processes of celestial
objects and phenomena. For astrophysics are especially important results and
experiments in space astronomy.

Space Physics studies physical processes and phenomena in outer space.
Space physics is distinct from astrophysical plasma and the field of astrophysics,
which studies similar plasma phenomena beyond the Solar System. Space physics
utilises in situ measurements from rockets and spacecraft [1-3] in contrast to
astrophysical plasma that relies on the deduction of theory and astronomical
observation.

Solar-Terrestrial Physics, is the study of plasmas as they occur naturally in
the Earth's environment - upper atmosphere (acronomy) and within the Solar
System [3].

Space physics and solar-terrestrial physics encompass a far-ranging
number of topics, such as heliophysics, which includes the solar physics of the Sun
[4]: the solar wind, planetary magnetospheres and ionosphere, galactic and solar
cosmic rays [5—8], auroras, high energetic particles and fields, cosmic
electrodynamics and synchrotron radiation [9—15].

Heliospheric physics research into the heliospheric structure and its
relation to the solar boundary, also behavior of the heliospheric magnetic field and
the solar wind. The heliospheric community search a progress towards a predictive
model describing the connections between the Sun and its space environment,
between the closed corona and the open corona extending to the planets. This
requires an understanding of the basic processes heating the corona and
transporting open magnetic field [1].

Space physics, space geophysics and solar-terrestrial physics are a
fundamental part of the study of space weather and space climate (Earth-Space
climatology) and has important implications in not only to understanding the
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universe, but also for practical everyday life, including the biomedical problems
related to human health, environmental radiation, geomagnetic storms, operations
of communications and weather satellites [16].

Cosmic ray physics - cosmic ray story begins at the beginning of XX
century (they are discovered in 1912 by Victor Hess). More than 100 years later,
most of the main issues are still open questions, as sources, acceleration
mechanism, propagation and composition [17-21].

The search for a theory of the origin of cosmic rays that may be considered
a standard agreeable model is still ongoing. However, much circumstantial
evidence exists of the fact that supernovae in our Galaxy play a crucial role in
producing the bulk of cosmic rays observed on Earth. Whether the maximum
energy of light nuclei is as high as 1000 TeV has important consequences on the
crucial issue of the transition from Galactic to extragalactic cosmic rays.

Space Dosimetry. Cosmonauts (astronauts) in space are exposed to a
radiation environment that can have deleterious health consequences. This
environment is both complex (trapped electrons and protons, galactic cosmic ray
GCR - ions, secondary charged fragments, and neutrons) and dynamic (changing
in time and orbital location). The probabilities of adverse health effects — the health
risks of space radiation — cannot be measured directly, but must be calculated [22,
23].

Space chemistry or cosmochemistry is a relatively recent area of
specialisation compared to astrophysics. Astrochemistry is the study of the
abundance and reactions of molecules in the Universe, and their interaction with
radiation. The discipline is an overlaps of astronomy and chemistry [3, 21].

Remote Sensing of the Earth and Planets is the acquisition of information
about an object or phenomenon without making physical contact with the object
and thus is in contrast to the on-site observation. The term is applied especially to
acquiring information about the Earth. Remote sensing is used in numerous fields,
including geography, land surveying and most Earth science disciplines (for
example, hydrology, ecology, meteorology, oceanography, glaciology, geology); it
also has a military, intelligence, commercial, economic, planning, and
humanitarian applications, among others.

Planetary Science is the study of the assemblage of planets, moons, dwarf
planets, comets, asteroids, and other bodies orbiting the Sun, as well as extrasolar
planets. The Solar System has been relatively well-studied, initially through
telescopes and then later by spacecrafts. This has provided a good overall
understanding of the formation and evolution of the Sun's planetary system,
although many new discoveries are still being made.

Planetary Geology, alternatively known as Astrogeology or Exogeology, is
a planetary science discipline concerned with the geology of the celestial bodies
such as the planets and their moons.
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Exoplanetology, or Exoplanetary Science (Science for Extrasolar Planetary
Systems), is an integrated field of space science dedicated to the search for and
study of exoplanets (extrasolar planets). It employs an interdisciplinary approach
that includes astronomy, astrophysics and space physics, cosmochemistry, space
geology, geochemistry, space biology, and planetary science.

Astronautics (or Cosmonautics) are the theory and practise of travel
beyond Earth's atmosphere into outer space. Spaceflight is one of its main
applications and space science its overarching field. Actual astronautics is the
science and engineering of spacefaring and spaceflight, a subset of Aerospace
engineering (which includes atmospheric flight) [1, 2].

Orbital mechanics or Astrodynamics, are the application of ballistics and
celestial mechanics to the practical problems concerning the motion of rockets and
other spacecraft. The motion of these objects is usually calculated from Newton's
laws of motion and law of universal gravitation. Orbital mechanics are a core
discipline within space-mission design and control.

Space life sciences:

Bioastronautics is a specialty area of biological and astronautical research ,
which encompasses numerous aspects of biological, behavioral, and medical
concern governing humans and other living organisms in a space flight
environment; and includes the design of payloads, space habitats, and life-support
systems. In short, it spans the study and support of life in space.

Space Medicine is the practice of medicine on astronauts in outer space
whereas astronautical hygiene is the application of science and technology to the
prevention or control of exposure to the hazards that may cause astronaut ill health.
Both these sciences work together to ensure that astronauts work in a safe
environment. The main objective is to discover how well and for how long people
can survive the extreme conditions in space [1, 22].

Space Neuroscience is the scientific study of the central nervous system
(CNS) functions during spaceflight. Living systems can integrate the inputs from
the senses to navigate in their environment and to coordinate posture, locomotion,
and eye movements. Gravity plays a fundamental role in controlling these
functions. In weightlessness during spaceflight, integrating the sensory inputs and
coordinating motor responses is harder to do because gravity is no longer sensed
during free-fall [1].

Space Biology Research in Space Biology is aimed at addressing the basic
questions regarding the extent to which gravity plays a role in growth, morphology,
and function of cells in the space environment (Cell Biology), and from the early
development of animals and plants to several life cycles (Developmental Biology).
A more applied aspects of Space Biology research also include the biological
effects of space radiation and radiation standards (Radiation Biology) and the
production of cells for medically valuable proteins (Biotechnology) [1].
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Space Botany or Astrobotany is an applied sub-discipline of botany that is
the study of plants in space environments. It is a branch of astrobiology and botany.
It has been a subject of study that plants may be grown in outer space typically in a
weightless but pressurised controlled environment in specific space gardens. In the
context of human spaceflight, they can be consumed as food and/or provide a
refreshing atmosphere. Plants can metabolise carbon dioxide in the air to produce
valuable oxygen, and can help control cabin humidity. Growing plants in space
may provide a psychological benefit to human spaceflight crews.

Micro-g Environment Research. The term micro-g environment (also pg,
often referred to by the term Microgravity) is more or less synonymous with the
terms weightlessness. The most commonly known microgravity environment can
be found aboard the International Space Station (ISS) which is located in low-earth
orbit at an altitude of around 400km, orbiting Earth around 15 times per day in
what is considered free fall [1].

Archaeoastronomy is the interdisciplinary or multidisciplinary study of
how people in the past have understood the phenomena in the sky, how they used
these phenomena and what role the sky played in their cultures.

Space Anthropology is a sub discipline of anthropology that looks at all
human responses to and interactions with Space; from Archaeo-astrology to Xeno-
anthropology (Exo-anthropology) we bring together all different areas of study
surrounding humans and Space to better understand where we might be heading in
the future.

Space Law is the body of law governing space-related activities,
encompassing both international and domestic agreements, rules, and principles.[1]
Parameters of space law include space exploration, liability for damage, weapons
use, rescue efforts, environmental preservation, information sharing, new
technologies, and ethics.

Space Technology is a technology developed by space science for use in
astronautics, for purposes such as spaceflight or space exploration. Space
technology includes spacecraft, satellites, space stations, and support infrastructure
equipment, and procedures and space warfare. Space is such a novel environment
that attempting to work in it requires new tools and techniques. Many common
everyday services such as weather forecasting, remote sensing, satellite navigation
systems, satellite television, and some long-distance communication systems
critically rely on space infrastructure.

Of the sciences, astronomy and Earth science benefit from space
technology [1]. New technologies originating with or accelerated by space-related
endeavours are often subsequently exploited in other economic activities.

Space Navigation - today’s spacecraft demand complex guidance and
navigation control solutions that are safe, low risk, low cost and reliable.
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Space navigators had to invent a new science of space navigation, using
star sightings, precise timing, and radio communications. The great distance
spacecraft had to travel called for even greater precision in timing and positioning
than ever before.

A Deep-Space Positioning System (DPS) has been developed for this
purpose. DPS is a single device that provides a spacecraft's position and velocity in
interplanetary space.

Space Communications to and from space is a challenging endeavour [24-
28]. Fortunately, we have the experience and expertise to get space data to the
ground. The Space Communications and Navigation (SCaN) programme enables
this data exchange, whether it’s with cosmonauts aboard the International Space
Station, rovers on Mars, or the missions to the Moon.

Man’s greatest achievement in this regard is the Voyager spacecraft
launched in 1977, that 44 years later is still communicating with Earth from more
than 180 billion km away and has far outlived even the most optimistic projections
of longevity.

Space Architecture is the theory and practice of designing and building
inhabited environments in outer space.[1] The architectural approach to spacecraft
design addresses the total built environment. It is mainly based on the field of
engineering (especially aerospace engineering), but also involves diverse
disciplines such as space physiology, psychology, and sociology. Like architecture
on Earth, the attempt is to go beyond the component elements and systems and
gain a broad understanding of the issues that affect design success.

Space Logistics is the theory and practice of driving space system design
for operability and of managing the flow of material, services, and information
needed throughout a space system lifecycle.

However, this definition in its larger sense includes terrestrial logistics in
support of space travel, including any additional "design and development,
acquisition, storage, movement, distribution, maintenance, evacuation, and
disposition of space materiel", movement of people in space (both routine and for
medical and other emergencies), and contracting and supplying any required
support services for maintaining space travel.

Space Robotics - In the space community, any unmanned spacecraft can be
called arobotic spacecraft. However, Space Robots are deemed more capable
devices that can facilitate manipulation, assembling, or servicing functions in orbit
as assistants to astronauts, or to extend the areas and abilities of exploration on
remote planets as surrogates for human explorers.

Space Robotic Colonies are perhaps one of the most advanced and exciting
areas of today's space robotic research and technology development. A robotic
colony provides a permanent, continuous operational presence elsewhere in our
solar system. Established and operated by robots, possibly visited by humans —
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eventually perhaps populated by both—a colony is established, expanded and
resupplied using resources from Earth, and native, in situ resources.

Space Colonization (also called Space Settlement or Extraterrestrial
Colonization) is the hypothetical permanent habitation and exploitation of natural
resources from outside planet Earth. As such it is a form of human presence in
space, beyond human spaceflight or operating space outposts.

Planetary Habitability is the measure of a planet's or a natural satellite's
potential to develop and maintain environments hospitable to life. Life may be
generated directly on a planet or satellite endogenously or be transferred to it from
another body, through a hypothetical process known as panspermia.

Space Manufacturing - In-Space Manufacturing (ISM) involves a
comprehensive set of processes aimed at the production of manufactured goods in
the space environment. ISM is also often used interchangeably with the term in-
orbit manufacturing given that current production capabilities are limited to low
Earth orbit.

There are some rationales supporting in-space manufacturing, f.e.: the
space environment, in particular the effects of microgravity and vacuum, enable the
research of and production of goods that could otherwise not be manufactured on
Earth.

Space Materials Science studies microstructure formation during casting
of technical alloys under diffusive and magnetically controlled convective
conditions. The experimental results with parametric studies using numerical
simulations can be used to optimise industrial casting processes [1].

Space Industry refers to economic activities related to manufacturing
components that go into Earth's orbit or beyond, delivering them to those regions,
and related services. Owing to the prominence of the satellite-related activities,
some sources use the term Satellite Industry interchangeably with the term space
industry. The term Space Business has also been used. A narrow definition
encompasses only hardware providers (primarily related to launch vehicles and
satellites). This definition does not exclude certain activities, such as Space
Tourism. Thus, more broadly, space industry can be described as the companies
involved in the Space Economy, and providing goods and services related to space.
Space economy has been defined as "all public and private actors in developing
and providing space-enabled products and services. It comprises a long value-
added chaining, starting with research and development actors and manufacturers
of Space Hardware and ending with the providers of space-enabled products and
services to final users.

Yuri Gagarin and his cosmic heritage

One of the most inspiring figures in spaceflight history is Yuri Gagarin - a
Russian pilot and cosmonaut, the first human in space.
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Yuri Gagarin left behind an inspirational legacy, which still continues to
motivate millions to this day. Yuri’s Night is celebrated every year on his launch
date, the 12th of April, worldwide to honour the milestone Yuri Gagarin set as
being the first human in space and inspiring those who came after him. Yuri's
Night was founded in 2001 (on occasion of the 40-th anniversary of first human
spaceflight) and attracting thousands of celebrants each year.

NASA's Apollo 11, the first mission to put people on the moon, landed in
July 1969, and the crew left behind a commemorative medallion - memorial plaque
bearing Gagarin's name (Fig. 3).

IN MEMORY OF
YURI GAGARIN

FIRST MAN IN SPACE, APRIL 12, 1961

FROM THE ASTRONAUTS OF THE
UNITED STATES OF AMERICA.

L 3 L 5 }.ﬂ%w %

JOHN H. GLENN, Jr. JAMES A. McDIVITT NEIL ARMSTRONG
for

for for
MERCURY ASTRONAUTS GEMINI ASTRONAUTS APOLLO ASTRONAUTS

Fig. 3. A memorial plaque commemorating Yuri Gagarin as the first human in space.
Image source: Flickr.
The plaque was signed by astronauts of USA: Neil Armstrong (the first man landing
on the Moon, July 20, 1969), for the astronauts of the Apollo spacecraft;
James A. McDivitt - for astronauts from the Gemini spacecraft (1965-1966),; and by John
H. Glenn (the first American astronaut to orbit the Earth February 20, 1962) - for the
crews of the Mercury spacecrafts.

The plaque was signed by astronauts of USA: Neil Armstrong (the first
man landing on the Moon, July 20, 1969), for the astronauts of the Apollo
spacecraft; James A. McDivitt — for astronauts from the Gemini spacecraft (1965—
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1966); and by John H. Glenn (the first American astronaut to orbit the Earth
February 20, 1962) — for the crews of the Mercury spacecraft (Fig. 3).

Over time, the U.S. and the Soviet Union began to work together in their
spaceflight endeavours. The first joint U.S.-Soviet spaceflight was in 1975, called
Apollo-Soyuz. Following that, NASA sent several space shuttle astronauts to
Soviet/Russian space station Mir. The shuttle-Mir collaboration paved the way for
NASA and the Russian space agency (RosCosmos) to become major partners in the
International Space Station programme, which first launched modules in 1998 and
continues research today.

Gagarin's importance in the Russian space programme continues. Crews
using the Soyuz spacecraft participate in a number of prelaunch traditions prior to
climbing on to the spacecraft, to follow in the footsteps of Gagarin's historic flight.
Beyond that, Gagarin is often held up as an example of character and heroism to
younger children in Russia.

The date of Gagarin's space flight, 12 April, has been commemorated.
Since 1962, it has been celebrated in the USSR and most of its former territories as
Cosmonautics Day.

There are statues of Gagarin and monuments to him in a number of places
around the world (including the United States and Great Britain).

In 2011 (on occasion of the 50-th anniversary of first human spaceflight), a
statue of Gagarin was unveiled at the Admiralty Arch in The Mall in London,
opposite the permanent sculpture of James Cook. In 2013, the statue was moved to
a permanent location outside the Royal Observatory, Greenwich (Fig. 4).

Fig. 4. Yuri Gagarin statue at the Royal Greenwich Observatory in London.
https://www.rmg.co.uk/royal-observatory/attractions/yuri-gagarin-statue
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In 2012, a new statue of Gagarin was unveiled at the site of NASA’s
original spaceflight headquarters in Houston. In April 2018, a bust of Gagarin
erected on the street in Belgrade, Serbia, that bears his name.

Numerous streets, boulevards and squares around the world are also named
after Gagarin.
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HNPOI'PECHT B KOCMUYECKHUTE HAYKHM U TEXHOJIOI'MHN
BBB BPB3KA C 60-TA TOAMHUHA HA ITbPBUS ITIOJIET HA YOBEKA
B KOCMOCA

I1. Benunos

Pesrome

Ha 12 anpwun 1961 r. FOpwmii ['arapua Bb3BECTH HIBAHETO HA HOBAa KOCMH-
gecka epa. bpp3usaT nmporpec B pasnmuuHUTE KOCMHYECKH HAyKW M TEXHOJOTHH 3a-
MOYHa BeJHAra ciiel mbpBHA MoieT Ha doBeka B Kocmoca. ToraBa ce mosiBsiBaT
MPUHIUIIHO HOBU HAYKH U TEXHOJIOTUU. B MomenTa kocMHyeckara HayKa O6XBaHla
MIMPOK CHEKTHP OT AUCHMIUIMHU. TyK € Ipe/IcTaBeH eIuH OOl Mperie] U KJIacH-
¢duKanys Ha KOCMHYCCKUTE HAYKH:

ACTpOHOMHS U KOCMHUYECKa aCTPOHOMHSI, KOCMOJIOTHSI, aCTpO(H3HKa, KOC-
Mudecka GU3NKa, CTbHYEBO-3eMHa (DM3MKA, a8POHOMUS, CITbHYEBA (PU3NKA, XEIHO-
chepra ¢usnka, ¢uU3MKa HA KOCMHYECKHTE IIbUM, KOCMHYECKO BpeMe U
KOCMHYECKH KiIuMaT (kiuMmaTa Ha cucremara 3ems-Kocmoca), kocMmuyecka
OO3UMCTpPHUH, KOC-MHYECKa XUMMUA (I/IJ'II/I KOCMOXI/IMI/IH), JUCTAaHIITMOHHU
M3ClieBaHMs Ha 3eMATa M IUIAaHETUTE, IUIAHCeTHU HAyKW, IUIAaHETHA T'eOJIOTHS,
aCTPOTEOJIOTHSI MM €K30T€OJIOTHS, €K30TUIAaHETOJOTHS WIIM eK30IUIaHeTHA HayKa
(HaYKa 34 HU3BBHCIIBHUYCBHUTC IIJIAHCTHU CI/ICTeMI/I), HUHTCIMI'CHTEH »XHWBOT BBHB
Bcenenara; actpoHaBTMKa (MJIM KOCMOHABTHKA), OpOMTalHAa MEXaHUKa WU
acTpOJMHAMKKA, KOCMUYECKH HAyKH 3a JKMBOTAa: OMOAcCTPOHABTHKA, KOCMHUYECKa
MCIUIIMHA, KOCMHYCCKAa HEBPOJIOrUsA, KOCMHUYCCKa 6I/IOJ'IOFI/ISI, 6I/IOTCXHOJ'IOFI/II/I,
KOCMHYECKa OOTaHMKA WM acTPOOOTAHWKA, MHKPOTPABUTALMOHHU H3CIIEIBAHUS
OpU  KOCMHUYECKUTE TIOJIETH; apXeOacTPOHOMHS, KOCMHYECKAa aHTPOIIOJIOTHS,
KCEHOAHTPOIIONOTHsT  (€K30aHTPOIIONIOT ), KOCMHYECKO TIpaBO, KOCMHYECKH
TEXHOJIOTMHU, KOCMHUYCCKa HaBUTranusa, KOCMHUYCCKM KOMYHHUKAIIUHW, KOCMHUUYCCKa
apXUTEKTypa, KOCMHYECKa JIOTHCTHKA, KOCMHYECKa pOOOTHKA, KOCMHYECKH
POOOTH3UpAHH KOJIOHUH, KOCMHYECKa KOJIOHU3AIMs (Hapu4aHa OIlle KOCMUYECKO
3aceliBaHe WIIM W3BBH3EMHA KOJIOHM3AIUs), TUIAHETHA OOWUTaeMOCT, KOCMUYECKO
MPOM3BOJCTBO, KOCMHYECKH MAaTepHUald, CI'bTHUKOBA WHIYCTPHUS, KOCMHUYECKH
Ou3HEC, KOCMHUYECKH TYpU3bM, KOCMHYECKH Xapayep, KOCMHUYECKa HHIYCTpHS,
KOCMHYECKA EKOJIOTHS.

C nomomIra Ha Te3W NPOrpecCHpaliyl KOCMHYECKH HAyKHd HOBEYECTBOTO
3armoyHa yBepeHo na m3ciensa Kocmoca. Ho Te3n uscnenBaHusi 1oBenoxa W JI0
MHOXXECTBO HOBH TCEXHOJIOTMM W TPHUIIOXKCHUA 3a HO)IO6p$IBaHe Ha XHWBOTAa Ha
xopara.

Haxkpas otHOBO ce criomeHaBa 3a KOpuii ['arapud 1 HETOBOTO KOCMHYECKO
HaciencTBo. Toll octaBu ciel cebe cu BIBXHOBSBAINO HACIEACTBO, KOETO M 10
JIHEC BCE OIIe MPOIbDKABA 1a MOTUBHPA MIJIOHH XOPa TI0 LIEJIUS CBAT.
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