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Abstract

This study examines the latitudinal-altitudinal variations of the midday Oz and temperature
response to the forcing of the enhanced flux of energetic particles, during January 2005 Solar Proton
Event (SPE). We show that short-term response of the stratospheric Os depends strongly on the
latitude and the energy of precipitating particles. At polar latitudes, where the relativistic electrons
and “soft” protons are able to penetrate deeper into the atmosphere, we found a reduction of the
peak ozone density in periods of enhanced particles’ fluxes. Such a response is widely explained by
the activation of HOx and NOx ozone destructive cycles. At mid-latitudes, however, the stratospheric
part of the Os profile remains insensitive to these lower energy particles, because they affect only the
thermospheric and mesospheric Os. On the other hand, the “hard” protons, emitted during the third
solar flare on 20 January, are able to propagate much deeper, affecting even the stratospheric ozone
and reducing its density. As a consequence of the thinning of the ozone optical depth, the solar UV
penetrates deeper into the atmosphere, activating the Slanger’s mechanism for ozone production at
lower levels — known also as ozone self-restoration. This could be an explanation for the obtained
raise of the mid-latitude peak Os density in the period of atmospheric restoration after the SPE '2005.

The earlier raise of the polar ozone maximal density — i.e. between 18 and 21 January —
could be related to the fact that at the moment of SPE 2005 it has been already diminished by the
relativistic electrons and “soft” protons, getting ahead of the strongest proton flare. So the further
ozone destruction (by particles with mixed energies) triggered the activation of its restoration several
days earlier. Consequently, the latitudinal differences in the ozone response — found in ERA Interim
data — could be attributed to the different energetic spectrum of solar flares, the depth of the
particles’ penetration into the atmosphere and the zenith angle of stratosphere illumination by the
solar UV radiation. Enhancement of the lower and middle stratospheric temperature during the
SPE’2005 has to be attributed to the increased ozone density and the more solar UV radiation
absorbed.

Introduction

The middle atmosphere response to the influence of energetic particle
(emitted by the solar proton events) is investigated by many authors [1-12], with
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most of them focusing their attention on the ozone depletion at polar latitudes. The
possibility for ozone enhancement has been predicted by Jackman et al., [13] using
the 2D chemical-transport model of NASA Goddard Space Flight Centre. While
the mechanism for ozone depletion is pretty clear (i.e. due to the activation of the
ozone destructive cycles by the increased amount of NO, and HOy families), the
mechanism of O3 enhancement was unclear. Jackman et al., [13] attributed it to the
downward transportation of the NOx, which could transform the active chlorine and
bromine families into their reservoir species, reducing in such a way the ozone
destruction in the lower polar stratosphere.

This explanation is however, non applicable to the raise of the mid-
latitudes total ozone density, which has been reported by Krivolutsky [2]. The latter
related the ozone raise to the enhanced solar electromagnetic radiation
(accompanying the corpuscular one) and corresponding acceleration of the
photolysis of the molecular oxygen.

Being one of the most absorbing gases in the stratosphere, the ozone plays
a key role in the thermo-dynamical regime of the stratosphere-troposphere system.
For this reason the determination of factors altering its variability is of great
importance. This article investigates altitude-latitude distribution of Oz and
temperature anomalies (i.e. their deviation from the climatology) before, during
and after the January 2005 SPE at the longitude of Greenwich meridian. We focus
our attention on the short term response of the stratospheric O3 and temperature (T)
to different spectrum of impacting particles.

Data and methods

Ozone and T profiles at the Greenwich meridian have been derived from
ERA Interim reanalysis. The intensity of solar proton fluxes — measured on board
the geostationary spacecrafts GOES 10 and 11 — has been used in statistical
analyses to estimate the efficiency of solar particles’ influence on the stratospheric
Os; and T meridional profiles. The effect of the variable solar UV radiation is
estimated using data for the solar radio emission at 10.7 cm (Fi07), taken from
http://spidr.ngdc.noaa.gov. Data for cosmic ray intensity (i.e. highly energetic
particles with galactic origin) are taken from the Climax neutron monitor.

Before applying any statistics, we calculate the “anomalies” of all
atmospheric parameters (i.e. their deviations from the climatological means for
January, calculated from the whole data records, i.e. 1979-2009 of ERA Interim
reanalysis). To identify the short term response of Os; and T to different forcing
factors we have used the Partial Least Square regression technique (PLS). The PLS
regression generalizes and combines features from principal components analysis
and multiple regression. It is particularly useful when we search for relations
between a set of dependent variables (in our case Oz or T at all 21 levels from 925
to 1 hPa, for given latitude) and a set of independent variables (predictors) during a
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short period of time. PLS regression analysis can be used even when the number of
observations is small compared to the number of predictors. PLS searches for a set
of components that performs a simultaneous decomposition of matrixes of
dependent variables Y and predictors X. The main constraint is that these
components must explain as much as possible of the covariance between X and Y.
When a simultaneous impact of several predictors is estimated, each PLS
component is a weighted function of the impact of different predictors. We have
performed the PLS analysis for each of the forcing factors separately, but
simultaneously at all levels, which ultimately gives us the maximum impact of
each examined factor in the observed T and O; profiles.

Atmospheric short term response to proton forcing

January 2005 is characterized by a sequence of 3 intensive solar flares on
15, 17 and 20 January, followed by the largest ground level event! measured by
neutron monitors since 1956 [14-16]. The anomalies in temperature and ozone
profiles, derived from ERA Interim reanalysis, are presented in Fig. 1. The figure
gives a first impression for the Northern hemisphere stratospheric response to
precipitating solar energetic particles during January 2005 SPE. It is well seen that
since 17" January the lower to middle stratosphere is warmer by up to 12+16° K
while the Oz mixing ratio is higher by 1+3 ppmv (part per million by volume).
These anomalies persist until the end of January, and appear again on 7 February,
lasting for another week or so. Complimentary to the results of Fedulina [1],
showing a well pronounced depletion in the Oz concentration and T below 20 km,
we found out that the mid-latitude stratospheric response to the January 2005 SPE,
manifest itself with an increased ozone mixing ratio and temperature raise at
20+30 km altitude. Both anomalies appear around 40+60°N latitude and expand
slowly with time toward the equator.

The reasonable question raised from Fig. 1 is whether these T and O3
anomalies are related to the solar proton event or appear coincidently? As
independent variables, used in the Partial Least Square regression analysis (PLS),
have been selected: solar radio emission at 10.7 cm (Fi07), integral electron flux
with energies E > 2 MeV, integral soft proton flux with energies E >1 MeV and
the flux of hard protons with E > 60 MeV, as well as the galactic cosmic rays
(CRs). To analyse the time evolution of the forcing factors and corresponding T
and Oz response, we have examined three periods (characterised by a different
spectrum of precipitating energetic particles) i.e. 9-19 January, 17-27 January and
28 Jan-07 February.

Examination of the solar protons with energies E > 1 Mev and E > 60 MeV
(shown in Fig. 2) reveals that during the second solar flare (on 17 January) the

A sharp increase in the ground-level count of cosmic rays by neutron monitors (at least by 5% above background)
associated with solar protons of energies > 500 MeV.



“soft” protons’ intensity is much higher than that of the “hard” protons. The most
powerful flare is observed on 20 January 2005, characterised by a sharp increase of
the “hard” protons’ spectra. On the next day — 21 January, there is another peak in
the “soft” protons’ intensity, but it is more than twice weaker than the first one.
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Fig. 1. Meridional cross-section of T and O3 anomalies before, during and after January
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Dash contours indicate negative anomalies.
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Fig. 3. Time series of the integral electron flux with energy E > 2 MeV, measured on board
the GOES 10 satellite (continuous line with dots), and solar radio emission at 10.7 cm
(F10.7) — a proxy of solar UV radiation (dashed line with squares)



Figure 3 illustrates, in addition, the temporal variability of the relativistic
electrons, measured on board the GOES 11 satellite. It is worth noting that their
temporal variability is determined by the the high speed solar wind streams
(emanated from the solar coronal holes), which enhance the population of energetic
electrons (with E > 4 KeV) in the magnetosphere and modulate their precipitation
into the lower thermosphere and mesosphere [17]. The examination of the time
series of relativistic electrons with energies >2 MeV, measured on GOES 10
satellite, for the period 2000-2009, shows that their intensity is an order of
magnitude higher in the period 2003-2006. This is obviously related to the fact that
solar wind streams become more intensive and recurrent, when the Sun approaches
the minimum of its 11 year cycle.
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Fig. 4 (a). Percentage impact of the solar UV radiation (1" row), electrons with E >2 MeV
(2 row), protons with E > 1 MeV (3" row), protons with E > 60 MeV (4" row) and
cosmic ray flux (from Climax neutron monitor) in temperature variability for the period
10 January — 7 February 2005
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Within the investigated period, the first raise of the relativistic electrons’
intensity has appeared between 4™ and 7" January — i.e. 3 day before the first and
10 days before the second solar flare. Furthermore, there are two more picks — on
20" and 23" January — obviously related to the SPE’2005, and another raise
between 10 and 14 February. In addition, the 27-day periodicity of the solar UV
radiation is also showed in Fig. 3.
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Fig. 4(b). Percentage impact of the solar UV radiation and energetic particles in ozone
variability during the period 10 January — 7 February 2005

Figure 4 presents the calculated coefficient of determination R? multiplied
by 100, which gives the percentage impact of each factor in T and O3 variability.
The analysis of Fig. 4(a) shows that middle-stratospheric warming during the first
analysed period (refer to Fig. 1) could be attributed mainly to three of the examined
factors: (i) increased density of “soft” protons, having a maximum at 17-18%"
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January, which describe up to 80% of T variability, (ii) the enhancement of “hard”
protons and (iii) the Forbush decrease of GCR. The impact of the last two factors is
about 70+80% of the T variability. The particles’ impact, however, seems to be
short lasting and during the second and third time intervals is strongly weakened
and dispersed (see the middle and right columns of Fig. 4(a)). In the second half of
January two other factors become particularly important — i.e. the solar UV
radiation and the relativistic electrons (with E > 2 MeV). Each of them explains up
to 60% of the T variability (Fig.4(a), middle and right columns).

The ozone’s response to the analysed forcing agents is shown in Fig. 4(b).
It is easily noticeable that before the solar proton event, the mid- and high latitude
Os variability is closely related to the particles intensity — soft and hard solar
protons and cosmic rays (Fig. 4(b), left column). During the main phase of the
SPE’2005, as well as during the atmospheric recovery phase, the particles effect on
the Oj is substantially diluted. As should be expected, the “soft” protons impact is
minimised during the recovery phase, due to the severe decrease of their flux
intensity (refer to Fig. 2). The “hard” protons’ effect, however, does not disappear
for the same reason, which is a hint for existing mechanism ensuring delayed O3
response to the high speed protons. The impact of relativistic electrons remains
noticeable during the recovery phase, due to subsequent spike in their intensity
(refer to Fig. 3). The gradual increase of CR intensity, after the Forbush decrease
(see Fig. 2), is also well traceable in Os variability (the right column in Fig. 4(b).
The most important at this period seems the solar UV radiation — especially at
middle latitudes — possibly due to the raise of its intensity.

Analysis of ozone profiles’ response to particles’ forcing

The current section is aimed to examine the variability of the ozone’s
vertical profiles and if possible to attribute some specificity in its behaviour to the
energetic particles’ fluxes. Figures 5 and 6 provide a direct view on the vertical
profiles of Oz anomalies — i.e. its deviations from the O climatology for January,
calculated over the entire data record (1979-2009) — at all examined 21 levels. Due
to the spectral difference of energetic particles’ temporal variations, we have
selected three periods in their temporal variability: (i) non-SPE conditions 3-8
January, characterised by raised integral flux of relativistic electrons between 4
and 7" January; (ii) the main phase of SPE’2005 (18-21 January) — characterised
by a sharp increase of the “hard” solar protons (on 20" January) and a spike in the
flux of relativistic electrons (within 19-21 January); (iii) the recovery phase after
the SPE’2005 (23-27 January). The variability of O3 profiles at 60°N and 40°N
latitude, at Greenwich meridian, have been examined and compared.

The top panels of Fig. 5 reveal that the enhanced flux of relativistic
electrons is accompanied by an increased variability of the high latitude ozone
profile beneath 20 km, while their effect at mid-latitudes is substantially

12



suppressed. The ozone’s response to the mixed forcing (i.e. “soft” and “hard”
protons, and relativistic electrons) during the SPE’2005 is more complicated —
especially at high latitudes. The bottom panels of Fig. 5 shows a sudden
enhancement of the peak O; density at 60 °N latitude — immediately after the raise
of the “soft” protons’ flux (on 17-18 January), as well as during the peak of
relativistic electrons (on 20 January), followed by the second spike in “soft”
protons (on 21 January). The mid-latitude Os is practically insensible to these lower
energetic particles — with an exception of 19 January, when the ozone density at
18 km was enhanced by ~ 40 % (Fig. 5, bottom, right column).
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Fig. 5. Ozone profiles’ variations at 60°N (left colun) and 40°N (right) column, found prior
to and during the solar proton event in January 2005. Ozone profiles from 3 and 4 January
(thick black lines) are choosen as undisturbed ones.

13



The recovery phase after the SPE’2005 is characterised by a stable
depletion of the polar ozone — up to 70% compared to the January climatology (left
panel of Fig. 6) — probably related to the downward transportation of NOx family
from the mesospheric levels, where they are produced. Much more surprising,
during the recovery phase, is the mid-latitude Os behaviour. Thus, with an
exception of 23 January, all other days (i.e. 24" — 27" January) are characterised
by a dramatically increased Os; density — more than 150% (the right panel of
Fig. 6). This ozone enhancement is hardly understandable, despite the coincidence
with the 37 sharp peak in the relativistic electrons flux. The lower energy of these
particles does not allow them to penetrate deeper into the atmosphere, due to the
geomagnetic shielding, and could not directly influence the exceptional O;
behaviour. Fig. 3 shows, in addition, that the raise of the peak ozone density should
not be attributed to the solar UV radiation, because it was in the minimum of its
27-day periodicity.

O3 response t023-27 Jan'05 peak O3 response t023-27 Jan'05 peak 0
of relativ. electrons; Lat=60N relativistc electrons; Lat=40N

48.125

40

35.62

28.75

20

16.25

Height [km]
Height [km]

11.88
9.4
5

3.75

1.562

-90 60 -30 0 30 60 90 120 150 90 -60 -30 0 30 60 9 120 150

O3 anomalies in % O3 anomalies in %

= day 4 =— day 23 day 24 = day 3 =— day 23 day 24
day 25 ~ day 26 ~=- day 27 day 25 day 26 —=- day 27

Fig. 6. Ozone profiles 'variations at 60°N (left colun) and 40° N (right) column, found
during the atmospheric recovery after the solar proton event in January 2005.

An attempt for explanations of this latitudinal variability of O3 response to
the particles’ forsing, during the solar proton event in January 2005, will be given
in the next section.

Mechanism of O; enhancement during and after January’2005 SPE

It is broadly accepted that the main effect of precipitating energetic
particles in the Earth’s atmosphere is the O3 destruction, due to the activated HOx
(i.e. H, OH, HO) and NOyx (NO, NO,) ozone destructive cycles [18, 19]. The
satellite measurements and modeling results show that enhanced HOx and NOx
densities can significantly impact the concentration of the mesospheric ozone.
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Their influence on the stratospheric Os, however, goes mainly through a
modulation of the ozone’s optical depth (i.e. the ozone column aloft a given
stratospheric level).

The thinning or thickening of the O optical depth increases or decreases
the amount and spectral characteristics of the penetrating solar UV radiation. In
normal conditions, the solar UV radiation — capable of reaching the middle
stratosphere — could not dissociate molecular oxygen — O, [20], and consequently it
could not produce ozone at these levels. However, [21] noticed that the large UV
continuum, known as Hartley band (200+350 nm), is able to dissociate ozone
creating vibrationally excited molecular oxygen O,". The latter is easily issociated
by the freely penetrating at these levels longer UV radiation, creating atomic
oxygen. The latter immediately reacts with the oxygen molecules, creating ozone,
i.e.

O3 + hV(248 nm) — Oz*+ 0]

O,"+ hv(>300nm) — 2 O

30+ 0O, — 303

Net: 1 O3 — 3 O3

In resume, dissociation of a one ozone molecule by solar UV radiation
leads to the formation of three new ozone molecules. This effect is known as ozone
“self-restoration” and has been explained for the first time by Slanger [20].

This mechanism could be activated, when occasionally the
thermosphere-mesospheric Os is reduced, which allows more UV radiation to reach
the stratosphere. The efficiency of the ozone self-restoration has been estimated by
Kilifarska et al. [21], which created a chemical model of this effect. Using their
formula (6) we have estimated the changes in the Os profile resulting from a
uniform reduction of its optical depth (z3) by 30% above 35 km. Calculations

have been made at two latitudes — 40° N and 60° N — using the ERA Interim data
for 13 January (up to the stratopause) as non-disturbed Os and T profiles. The
mesospheric T and Os concentration, as well as the whole profile of the molecular
0O have been taken from the US standard atmosphere (1976). The concentrations
of the OH radical for examined days have been taken from the MLS instrument on
board the AURA satellite.

Results presented in Fig. 7 show that the reduction of the ozone optical
depth aloft 35 km is really followed by an Os increase at lower levels. This process,
however, depends on the solar zenith angle (y) and the latitude. Thus at
mid-latitudes the enhancement of the O3 concentration is maximal near the peak of
the ozone layer during sunlight hours. At sunset, however, (calculations are made
for x = 89° and 105°) a distortion of the Oz profile is found above 35 km, while the
enhancement of the peak Os density near 25 km is strongly reduced (see the left
side of Fig. 7).
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Fig. 7. Ozone response at the middle (left) and the polar latitudes (right) to a 30%
reduction of its optical depth above 35 km, calculated by the [14] model. The continuous
line with dots gives the O3 profile at 40°N calculated with a solar zenith angle y = 65°,
while dashed line with squares corresponds to y = 89° (left side of the figure); continuous
line with diamonds corresponds to Oz profile at 60°N calculated for y = 105°, and long
dashes with triangles — corresponds to y = 89° (right part of the figure).

In January the mid-day value of the solar zenith angle at 60° N latitude is
89° and the calculated changes in the Oz profile are found out above 35 km,
reaching the values of 42+44% increase of ozone density. Unlike the mid-latitudes,
the model predicts a slight enhancement of the middle stratospheric 0zone density
for higher zenit angles, i.e. x > 90° (presented are calculations for y = 105°; see the
right side of Fig. 7). It is worth noting that the ozone self-restoration effect depends
strongly on the lowest boundary of the mesospheric Os; depletion. The effect is
stronger, when the negative Os anomalies reach the upper stratosphere [21]. The
results shown in Fig. 7 are a rough estimation of the self-restoration effect, because
only the O3 absorption at 250 nm is taken into account. More realistic results can
be derived when the entire Harley and Schuman-Runge bands are included in the
calculations.

The model’s estimations shown in Fig. 7 could help us to understand the
irregular response of Oz profile at polar and mid-latitudes, due to the energetic
particles’ impact. For example, the puzzling enhancement of the polar peak O3
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density during the SPE’2005 (bottom, left panel in Fig. 5) could be attributed to the
reduced Os optical depth, preconditioned by the increased flux of relativistic
electrons since the beginning of January 2005 (refer to Fig. 3). The raise of “soft”
protons in 17-18" January makes the polar Os column even thinner. At these
circumstances, the higher zenith angle of the solar UV radiation illuminating the
middle stratosphere, activates the self-restoration mechanism near the peak of the
Os layer (refer to the right grey Os profile in Fig. 7).

At mid-latitudes, the ozone self-restoration is activated after the SPE’2005.
This behaviour could be attributed to the less sensitivity of the mid-latitude
stratospheric O3 to the lower energetic protons and electrons, penetrating the upper
atmosphere before and during the SPE’2005. However, the “hard” protons striking
the atmosphere on 20™ January, reduces the O3 density deeper into the stratosphere
(see the right, bottom panel of Fig. 5). In accordance with the model’s simulations
[21], the O3 reduction at stratospheric levels serves as a trigger for activation of the
self-restoration mechanism.

Conclusions

Thorough analysis of the atmospheric response to energetic particles’
forcing (during Solar Proton Event SPE’2005 on 20 January 2005), shows that the
stratospheric Oz is very sensitive to the energy spectrum of penetrating energetic
particles, as well as on the latitude. The evaluation and modeling of the cosmic ray
interaction with the substance of the stratosphere is done by means of full Monte
Carlo simulations and appropriate hadron and atmospheric models [22-25].

Evidence for an enhanced maximal Os; density at polar latitudes and a
decreased one at mid-latitudes is shown during the strongest, and with “hard”
particles’ spectrum, solar flare. During the recovery phase has been found the
opposite response — i.e. raised mid-latitude and reduced polar ozone density.

These irregularities have been attributed do the modulation of ozone’s
optical depth, due to the activation of the HOx and NOx 0zone destructive cycles at
thermospheric and mesospheric levels. Thus thinning of the Os optical depth
activates the Slanger’s mechanism for ozone formation at lower atmospheric levels
— an effect known also as Os self-restoration. We demonstrate that efficiency of
ozone’s self-restoration depends on the zenith angle of stratospheric illumination
by the solar UV radiation — especially important at high latitudes.

The observed warming of mid-latitude stratosphere, during the SPE’2005,
has been attributed to the ozone enhancement and the more solar UV radiation
absorbed. The influence of high energy particles on the stratosphere continues
further down to the troposphere and results in various meteorological and climatic
effects [26].
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U POYNHHA 3ABUCUMOCT HA BAPUAIIMUTE
B CTPATOC®EPHUS O30H U TEMIIEPATYPA 110 BPEME
HA CJIYBHYEBOTO ITIPOTOHHO CBbBUTHUE OT 20 AHYAPH 2005

H. Kunudgapcka

Pesrome

CrarusTa nmpeACTaBs aHATN3 Ha M3MEHEHHATA, HAOIIOaBaHU BBHB BEPTHU-
KaJHUTE TPOQHIM HAa O30HA W TEMIepaTypaTa Ha [pUHYWYKHS MepHIHaH, IO
BpeMe Ha MPOTOHHOTO chouTHe OT stHyapu 2005 r. M3cnensana € 3aBUCUMOCTTA OT
CHEepPreTUYHHSI CHEKThP HAa YAacTUIHWTE, U3MEPEHH Ha TeOCTAlMOHAPHUS CITbTHUK
GOES 11. IlokazaHo e, 4e O30HHHAT MPOQUI pearupa Mo pa3indeH HadYUH Ha
CPeIHU Y Ha TOJSApHU mupuHU. [IpencTaBeHOTO 00sSCHEHHE HAa TE3U OCOOCHHOCTH
(S 6a3HpaH0 Ha M3MCHCHUATA B OIITHYHATa INIBTHOCT Ha O30HA, BCJIICACTBHEC Ha
yBeNnnueHaTa MpoAyKiusa Ha o3oHO-paspymaBammre HOyx u NOy cemeticTBa. Taka
HAMaJIIBAaHETO HAa ONTHYHATA IUTBTHOCT HAa O30HA YJIECHSBA NPOHHKBAHETO Ha
CI'bHUEBUSI YIATPABHOJIET U aKTUBHpa MPOM3BOACTBOTO Ha O30H B cTpaTocdepara
no Mexanu3ma Ha Cianrep (M3BECTEH OlIe KaTO CaMOBB3CTAHOBSIBAHE Ha O30HA).
[IpectaBeHn ca MOAENHU pa3yeTH Ha MPOM3BEACHHS MO TO3M MEXaHH3bM O30H.
Ot0enszaHo e, 4e YyBCTBUTEIHOCTTA Ha cTpatocepHusi 030H KbM U3MEHEHUSITA B
OIITUYHATa MY IINIBTHOCT 3aBUCH, KAKTO OT CHCPIreTUYHUA CICKTHP HAa YaCTHLIUTEC,
Taka W OT ABI0OOYMHATA HAa MPOHWKBAHETO MM B aTMocdeparta (KOHTPOJIMpaHa OT
T€OMarHUTHOTO TIoJie). [IporiechT Ha CaMOBB3CTAHOBSBAHETO HAa 030HA 3aBHCH OIS
OT 3EHHUTHUS BI'BJ Ha OrpsiBaHe Ha cTparocepara OT CIIbHYEBHUS YITPABHOJIET.
PberhT Ha Temmepatypa B cpeiHara cTparocdepa 1o BpeMe Ha IPOTOHHOTO ChOU-
THE € OOSICHeH C yBeIMYeHaTa O30HHA IUIBTHOCT U IIO-TOJIIMOTO KOJHYECTBO
aJicopOupaHa ynTpaBHOJIETOBA PaIUAIIS.

20



Bulgarian Academy of Sciences. Space Research and Technology Institute.
Aerospace Research in Bulgaria. 31, 2019, Sofia

DOIL: https://doi.org/10.3897/arb.v31.e02

TRANSFORMATION OF THE CHARACTERISTICS
OF QUASI-BIENNIAL OSCILLATION IN A NEW VERSION
OF THE SERIES OF WOLF (RELATIVE SUNSPOT) NUMBERS

Igor Shibaev

IZMIRAN, Troitsk, Russia
e-mail: ishib@izmiran.ru

Keywords: Wolf number, Quasi-biennial oscillations, Earth ionosphere.

Abstract

With the introduction from June 2015 of a new methodology for estimation of Wolf numbers
W (unu WSN — Wolf sunspot number), this series was corrected from January 1749 to May 2015, i.e.
a new version of the series WSN was proposed. The greatest transformation affected the cycles of a
statistically reliable part of the series (since, 1849), which was clearly reflected in their amplitude
correction and, accordingly, in the long-period component of the series, determining the epoch of
maximum/minimum solar activity.

The quasi-biennial oscillations available in the solar magnetic field and in the total flux of
its radiation also manifest themselves in a number of parameters of the Earth ionosphere and
evaluation of their transformation degree is of high significance. This article compares the
characteristics of the frequency interval of the quasi-biennial oscillations of both versions of a series.

Introduction

The influence of the Sun, through solar-terrestrial relations, on the climate
and a human determines the traditional interest in the solar activity indices. The
Zurich series of average monthly Wolf numbers (W) is the most representative one
and is widely used in various applications. Since June 2015 with the introduction of
a new methodology for estimation of Wolf numbers, this series was corrected from
January 1749 to May 2015 (http://sidc.oma.be), i.e. a new version of the Wolf
sunspot number (WSN) series was proposed. It is to be recalled that the series of
average monthly Wolf numbers includes a series of regular instrumental
observations from 1849 to the present day is a reliable series, and a series of
restored values from 1749 to 1849. The greatest transformation affected the cycles
of a statistically reliable part of the series (since 1849), which was clearly reflected
in their amplitude correction and, accordingly, in the long-period component of the
series, determining the epoch of maximum/minimum solar activity [1].
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The quasi-biennial oscillations available in the solar magnetic field and in
the total flux of its radiation [2] also manifest themselves in a number of
parameters of the Earth ionosphere and evaluation of their transformation degree is
of high significance. This paper compares the frequency interval of the quasi-
biennial oscillations of both versions of a series. Officially, “quasi-biennial
oscillations” enrich the spectra of the series and provide the cycles with an
individual look. Their parameters can also perform diagnostic functions, i.e., in the
representation of the “envelope curve-instantaneous frequency” signal («A(t) —
F(t)»), one can judge the nature of a process by the degree of smoothness of these
variables [3]. This is well illustrated by the example of WSN series in the transition
to the Wolfer system in 1894.

Initial data

An overview of both versions of a series of Wolf (W, — the new version,
W,iq — the old version) numbers and their relationship W,.,/W,q is presented in
Fig. 1. It is apparent that the reliable part of the series since 1849 has been
transformed to the most extent. This will affect the long-period component of the
W.ew series with which the manifestation of the epoch of maximum/minimum solar
activity is usually associated. Comparison of cycles in the old and new versions of
the Wolf number series and analysis of their long-period components are
conducted in the work [1]. Note that the periods of T, = 131 years and T,q= 149
years were obtained with the sinus approximation of the long-period components.
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Fig. 1. (a) — an overview of W, Wy (b) — relationship W,o,/Wou. Axis OX — date
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In paper [3], based on the spectrum nature, row W(=W,) is divided into
five spectral intervals with the following time periods in years: P1 [24 <T], P2 [6.8
< T <24],P3[426<T <6.8], P4 [1.66 <T < 4.26], and P5 [T<1.66]. Fig. 2
demonstrates an overview of the spectrum with assigned intervals. Recall the role
of P1 — P5 components of W series. The sum of the long-period component of P1
and P2 (vicinities of the fundamental harmonic f*, T* = 1/f* ~ 131 months) reflects
the main time and amplitude characteristics of the cycles. Row P3 adjusts the
branches of growth and decline. Component P4 transforms the smooth relief of
cycles by means of “quasi-biennial oscillations”, local maxima appear and the main
maximum can shift, i.e. cycles become more individual. The high-frequency
residue PS5 includes the annual and 155-d harmonics.
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Fig. 2. Spectrum Wy, axis OX — inverse months

Each of the components P2-P4 can be described by the
A(t) x EXP[j x O(t)] - type template, and the Hilbert transformation [4] can be
used to specify the time dependencies A(t), O(t). This enables to describe the signal
with a slowly varying “envelope” and “instantaneous frequency” («A(t) — F(t)»).

“Quasi-biennial oscillations”

Let us demonstrate this approach by comparing the characteristics of the
quasi-biennial oscillations (P4 > 1.66 < T < 4.26) of the Greenwich series of areas
S and a series of Wolf numbers W(= W) within the time interval 1874 + 1976.
The temporal dynamics of the “instantaneous” frequencies of these series is
displayed at the top of Fig. 3, at the bottom — the dynamics of the envelopes and
the date — along the OX axis. One can see the close dynamics of all the parameters
of quasi-biennial oscillations of the series under consideration until 1975, and
further there are known problems in the registration of a series of areas. Note the
moment of transition to the Wolfer system in 1894 for the Wolf numbers (indicated
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by a rectangle). The continuity of the “instantaneous” frequency F[P4(W)] is
broken and the envelope amplitude of the Wolf numbers A[P4(W)] is transformed,
the smoothness of these parameters (F[P4(S)], A[P4(S)]) in a number of areas is
maintained. In a number of cases, a change in the ratio of the amplitudes of the
envelopes can be noted, but the nature of the temporal dynamics, as a rule,
coincides.
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Fig. 3. Review of the parameters of quasi-biennial oscillations:
(a) — the “instantaneous” frequencies of W (F[P4(W)]) and S (F[P4(S)]);
(b) — the envelope amplitude of W (A[P4(W)]) and S (A[P4(S)])
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Let us apply this approach when comparing the quasi-biennial oscillations
of the new and old versions of the series of Wolf numbers. Fig. 4a represents the
amplitude ratio of the envelopes of “quasi-biennial oscillations” W, and Wy,
which is compared (Fig. 4b) with the ratio of the long-period components of these
series [1]. In accordance with the W,../Wq4 values ratio (Fig. 1), there are four
areas with different conversion factors:

I — a series of restored values from 1749 to 1849;

II — from the beginning of a reliable series, part of cycle 9, and before the
beginning of cycle 11;

I — interval with cycles 11 +~ 17,

IV — the interval from cycle 18 and to the end is characterized by the most complex
transformation.

When comparing the “quasi-biennial oscillations” W, and Wy, it can be
seen that there is the most stable connection between them only on the interval I1I.
On the II interval we have a growing trend in contrast to the proportionality of
Wiew and Wy, The remaining intervals are characterized by a variety of all
situations. We also note that the new version retains the “effect” associated with
the transition to the Wolfer system.

Conclusion

The nature of transformation of the quasi-biennial oscillations and the
long-period component of the series of Wolf numbers (1749 + 2015) is quite
different. Actually, old artefacts were added with new ones in the transformed
series. A real assessment of the proposed method to count Wolf numbers can be
obtained by comparing both versions of a series and a number of areas starting
from June 2015.
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TPAHCOOPMALUSA XAPAKTEPUCTUK KBA3HUIBYXJVIETHUX
BAPUAIIAM B HOBOW BEPCHUHU PSAJA YACEJI BOJIb®A

U. Illuoaes

Pesrome

C BBenenueM ¢ utoHs 2015 r. HOBOM MeTOAMKH olleHKH uncen Bonbha W
(mmr WSN — Wolf Sunspot Number) npoBezeHa KOppeKLus 3TOT0 psiAa ¢ SHBaps
1749 r. mo maii 2015 t., T.e. mpenoxena HoBas Bepcus psana WSN. Haubomnpmas
TpaHchopmanmsi KOCHYJIACh ITUKIIOB TOCTOBEPHON JacT psga ¢ 1849 r., 94ro siBHO
OTpa3miIOCh B UX aMIUIUTYTHOW KOPPEKIIUHU U, COOTBETCTBEHHO, JJIMHHOTIEPHOAHOMN
KOMIIOHEHTE psfa, OINpPEIENSIOmEel d5M0XH MaKCUMyMa/MUHMMYyMa COJIHEYHOMN
AKTUBHOCTH.

KBasuaByxseTHre Bapualuy, NPUCYTCTBYIOIIME B MAarHUTHOM IIOJie
ConHIla ¥ B IIOJTHOM MOTOKE €ro M3JIy4eHHUs, TAKKe MPOSBIAIOTCA B psje Hapa-
METpoB HMOHOC(hEpbl 3eMIM U Ba)KHO OLICHUTH CTEIEHb MX TpaHchopMaluu NpH
TakoM miepexozne. JlaHHas paboTa COMOCTaBISET XapaKTEPUCTHKH YaCTOTHOTO
WHTEpBaJia KBa3UIBYXJICTHUX BapHalluii 00enx BepcHid psaja.
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Abstract

The dynamics of magnetic substorms at high and middle latitudes during two severe
geomagnetic storms: on 17 March 2015 and on 22-23 June 2015 has been analyzed. The storms were
rather similar: both storms were a result of the solar wind Sheath impact and both storms were
characterized by a strong intensity (SYM/Hmin < —200 nT). We studied the magnetic substorms during
these storms on the base of the INTERMAGNET and IMAGE networks data. The attendant solar wind
and Interplanetary Magnetic Field (IMF) parameters were taken from the OMNI database. The spatial-
temporal dynamics of three substorms was studied in detail: at 17:29 UT and at 22:55 UT during the
first storm and at 18:33 UT during the second storm. The substorms on 17.03.2015 originated during
the main storm phase, and the onset of the substorm on 22.06.2015 followed the storm sudden
commencement (SSC) of the second storm. All three substorms were characterized by a sharp poleward
expansion of the westward electrojet simultaneously with a slower motion to lower latitudes. They were
observed also at middle and low latitudes as positive magnetic bays. The westward electrojet reached
~71° CGMLat during the first two substorms and surpassed 75° CGMLat during the third substorm.
Therefore, the first two events were “classical” substorms, and the third one — an “expanded”
substorm. We suggested that this behavior is related to the different solar wind conditions: the
“classical” substorms developed under magnetic cloud (MC) conditions, and the “expanded” — under
the Sheath region effect.

Introduction

Substorms are a characteristic event at auroral latitudes. It is well known that
during the substorm expansion phase, the westward electrojet propagates fast
poleward, usually by a series of jumps. Depending on the magnetic activity, the
electrojet could reach latitudes well above the typical location of the night side
auroral oval [e.g., 1-10]. Thus, when the electrojet moves to geomagnetic latitudes
higher than 75°, the so called “expanded” substorm forms [11]. However, it is
generally accepted that under highly disturbed conditions, for example, under
enhanced magnitude of the Interplanetary Magnetic Field (IMF) negative B;
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component, the oval equatorward boundary shifts as well down up to ~50°
geomagnetic latitudes. So, in such conditions, the magnetic substorms can be
observed at middle and even low latitudes as positive magnetic bays [e.g., 12].
Akasofu, Chapman and Meng [13] assumed that the positive bay was created by the
low-latitude return currents from the westward electrojet. Later on Akasofu and
Meng [14] and Meng and Akasofu [15] explained the positive bays as a result of the
field aligned currents. The mid-latitude positive bays are usually observed in the
substorm expansion phase and actually they are caused by the substorm current
wedge [16, 17].

The goal of our paper is to study the interplanetary and geomagnetic
conditions suitable for the substorms activity at middle and low latitudes and their
possible relationship with the substorms at high latitudes analyzing the magnetic
disturbances during two large magnetic storms: on 17 March 2015 and 22-23 June
2015.

Data

We used the magnetic data from the IMAGE and INTERMAGNET
networks. From the IMAGE set, we considered data from the meridional chain
stations Suwalki (SUW) - Ny Alesund (NAL), situated in the longitudinal range
98° +112° CGMLon, and covering the latitudinal range from 52° to 75° CGM lat.
The list of the IMAGE stations and their coordinates is given at http://space.
fmi.fi/image/www/index.php?page=stations. The chosen INTERMAGNET stations
are in the longitudinal range of 92° = 104° CGMIlon, from 35° to 64° CGMlat. The
magnetic observatories names and coordinated can be found at the INTERMAGNET
site http://www.intermagnet.org/data-donnee/dataplot-eng.php? type=xyz.

The westward electrojet development was estimated by the time evolution
of the equivalent ionospheric currents, computed by the Finish Meteorological
Institute (FMI) on-line tool for 22.06° lon. (~112° CGMLon) (http://space.fmi.fi/
MIRACLE/iono_1D.php#form). The solar wind and Interplanetary Magnetic Field
(IMF) parameters were provided by the OMNI database (https://cdaweb.sci.gsfc.
nasa.gov/cgi-bin/evall.cgi) and by the catalog of large-scale solar wind phenomena
(ftp://ftp.iki.rssi.ru/omni/) [18].

Results
Interplanetary and geomagnetic conditions

The interplanetary and geomagnetic conditions during the examined events
are presented in Fig. 1. From up to down, the following quantities are shown: the
magnitude of the interplanetary magnetic field (IMF) By, the IMF Bz, the flow
velocity Vx, the plasma density, temperature, pressure (P), and the AE, SYM/H and
Kr geomagnetic indices. The considered storms were the largest ones during the
present solar cycle 24.
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Fig. 1. Interplanetary and geomagnetic conditions during the storms on 15 March 2015
and 22-23 June 2015. The structures in the solar wind are marked by rectangles in
different colours and inscribed in the upper part of the figure. The moments of
interplanetary shocks (1S) arrivals are indicated by straight vertical lines. The time of the
substorms during the main storm phases are marked by blue vertical lines.

The geomagnetic storm on 17 March 2015 (St. Patrick storm) was caused by
a solar flare and the associated coronal mass ejections (CMEs) on 15 March 2015.
The storm sudden commencement (SSC) was initiated by the formed large
interplanetary shock (1S) in the sheath region. SYM/H jumped from 16 to 66 nT.

The storm was a severe one (of level G4), and the G3/G4 conditions were
sustained for ~12 hours. The main phase continued ~18 hours. SYM/H fell down to
-235 nT. The Bz component of the IMF reached -30 nT and was retained ~ -20 nT
for ~6.5 hours.

The storm on 22-23 June 2015 (the summer solstice storm) originated during
variable solar wind conditions, when a consecution of three CMEs reached the Earth.
At the third interplanetary shock the IMF Bz turned from positive to negative and
dropped to -40 nT, at that time the storm sudden commencement occurred with a
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sudden impulse from —-20 nT to 69 nT. This storm was also a severe (G4) storm, the
level of moderate-severe storm was retained for about 7 hours. The main phase lasted
about 9 hours. SYM/Hmin was -208 nT. The IMF Bz was sustained ~-20 nT for about
6 hours.

Both considered storms were similar to each other: they were SHEATH-
caused storms, initiated by interplanetary shocks in the SHEATH region, they were
very intensive, of level G4, they had clearly expressed storm sudden
commencements, two-step main phases and long lasting recovery phases (Fig. 1).

Three substorms have been studied in detail: two substorms, registered
during the main phase of the first storm (with their onsets at 17:29 UT and 22:55 UT
on 17 March 2015), and one substorm generated during the initial phase of the
second storm at 18:33 UT on 22 June 2015. The substorms of 17 March 2015 are
presented in Fig. 2 and Fig. 3, and the substorm of 22 June 2015 — in Fig. 4 and
Fig. 5. In Fig. 2 and Fig. 4, the equivalent ionospheric currents (upper panels) and
the X-component of the magnetic field at the IMAGE latitudinal chain SUW-NAL
(bottom panels) are given for the substorms on 17 March 2015 and 22 June 2015,
respectively. The upper panels demonstrate the westward electrojet geographic
latitude dynamics, estimated at the 22.06° geographic longitude. In Fig. 3 and Fig. 5
the magnetic field X-component at the selected INTERMAGNET stations during the
considered substorms is presented. In the figures, the magnetic station location is
arranged by the latitude. The substorm onsets are indicated by the red vertical lines
(determined by TAR NUR and PEL stations data).

The values of the IMF B, IMF Bz and solar wind parameters were averaged
for 1.5 hours before the substorm onsets.

Substorm at 17:29 UT on 17 March 2015

This substorm has originated during the main storm phase, at the time of the
magnetic cloud (MC) in the solar wind (see Fig. 1). The averaged parameter values
were: Br=23nT, By=2.0nT, Bz=-19 nT, Vx =-570 km/s. At the substorm onset,
SYM/Hwas -176 nT. The westward electrojet moved fast to the Nord from ~56°+62°
to ~69° CGMlat at ~17:50 UT. After that, at ~18:05 UT, a new northward jump
occurred and the electrojet reached ~72° CGMlat. A slower movement to the South
was observed as well (Fig. 2, upper). The disturbances in the X-component begun at
NUR (56.89 CGMlat.). They are clearly expressed to the North, to BJIN
(71.45° CGMLat) as well as to the South, to BRZ (52.30° CGMlat) (Fig. 2, bottom
panel). At the lower latitudes, a positive bay in the X-component was observed at all
mid-latitude stations to the South from HLP (50.70° CGMlat) (Fig. 3). It lasted about
20 min.

This positive bay could be seen even at the equatorial latitudes, at the station
Adis Abeba (AAE), at 5.22° CGM lat. (not shown in Fig. 3).
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E(+) and W(-) electrojet at 22.06° lon, 17 Mar 2015
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Fig. 2. Equivalent ionospheric currents (blue- negative, red -positive) — upper panel,
and the X-component of the magnetic field at the IMAGE latitudinal chain SUW-NAL
during the first two examined substorms on 17 March 2015 (bottom panel)
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E(+) and W(-) electrojet at 22.06” lon, 22 Jun 2015
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Fig. 4. Equivalent ionospheric currents (blue- negative, red -positive) — upper panel,

and the X-component of the magnetic field at the IMAGE latitudinal chain SUW-NAL
during the substorm on 22 June 2015 (bottom panel)
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Substorm at 22:55 UT on 17 March 2015

The second examined substorm on 17 March 2015 was developed also
during the MC, in the main storm phase, close to the SYM/Hmin. The following
average IMF values were recorded: IMF Bt = 20.45 nT, IMF By = -10 nT, IMF B;
= -15 nT, Vx = -550 km/s. At the substorm onset, the SYM/H = -161 nT. The
westward electrojet drifted fast to the North, from ~54° to ~72° CGMlat (Fig. 2,
upper panel). The strong disturbances in the X-component begun at TAR
(54.47° CGMlat), reached BJN (71.45° CGMlat) to the North and were observed up
to BRZ (52.30° CGMilat) to the South (Fig. 2, bottom panel). A positive magnetic
bay was registered at first at HLP (50.70° CGMlat) as well as in all mid-latitude
stations to the South from HLP (Fig. 3), and also at the equatorial latitudes (AAE,
not presented here). It lasted about 1 hour.

Substorm at 18:33 UT on 22 June 2015

This substorm was originated during SHEATH in the solar wind. Its onset
was observed in the time when a shock wave (IS), third in this disturbed period,
impacted the magnetosphere (Fig. 1, right panel). The shock arrival was
characterized by a sharp increase of the solar wind parameters: the dynamic pressure
jump was from 5 to about 60 nPa, the velocity X-component increased from 450
km/s to 700 km/s, the proton density — from 15 to 60 cm?, and the temperature —
from 2*10° to 1.4*108 K. The magnitude of the IMF Brenhanced from 10 to 45 nT,
and the IMF Bz turned southward at 18:39 UT and reached -40 nT at 19:22 UT. Prior
to the onset, the average IMF and solar wind parameter values were: IMF Br= 9.57
nT, IMF By=-6 nT, IMF Bz=-1.1 nT, Vx=-435 km/s. The fast decrease of the IMF
Bz and the change of its direction provoked the storm sudden commencement (SSC)
at 18:33 UT. The SYM/H value sharply increased from —20 nT to 88 nT, after that
decreased and at 19:18 UT became negative. Then the main storm phase began. The
substorm onset followed the SSC, its development was in progress during the storm
initial phase and continued further in the main phase.

The westward electrojet moved fast to the North from 62° + 67° CGMlat at
18:33 UT and after a jerk reached the CGM latitudes of 75° and more.
Simultaneously, the electrojet shifted to the South, to the CGM latitudes < 57° at
19:40-20:00 UT (the upper panel in Fig. 4). The perturbations in the X-component
began at PEL (63.55° CGMlat), reached NAL (75.25° CGMlat) to the North and
BRZ (52.30° CGMilat) to the South by the IMAGE latitudinal chain (bottom panel
in Fig. 4). A positive magnetic bay was seen at the mid-latitude stations (Fig. 5) and
equatorial stations (AAE, not presented here). The positive bay was registered at all
stations southward from HLP (50.70° CGMLat). The bay lasted about 1.5 hours and
was characterized by a sharp increase, followed by a gradual decrease.
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Discussion

The considered substorms originated during the rather similar severe
geomagnetic storms. One of its resemblances was a noticeable display of positive
magnetic bays at middle and low latitudes. However, its onsets and further
development have been observed under different interplanetary and geomagnetic
conditions, which lead to the different onset locations and the different spatial
dynamics of the westward electrojet, as well as to the differences in the substorms
extent and the behavior of the middle and low latitude positive magnetic bays.

The substorms of 17 March 2015 occurred during MC, in the time of the
main storm phase, under disturbed conditions, as indicated by the corresponding
averaged IMF Bz, Vx, and SYM/H values. The substorm onsets were located at ~57°
and ~54° CGMlat, respectively, corresponding to an expanding auroral oval. The
third substorm onset of 22 June 2015 has happened during SHEATH, and followed
the interplanetary shock and the SSC. The average IMF Bz and Vx values suggested
relatively quiet interplanetary conditions prior the substorm. Perhaps, for that reason,
the auroral oval was not so expanded as in the first two events and the substorm onset
was at higher CGM latitude, at ~63-64°. (Note, the substorms of 17 March 2015
developed in the main storm phase).

In the first two events, the sharp motion of the west electrojet could be
observed to the North direction up to ~70-71° CGMLat (upper panel of Fig. 2). The
strong X-component magnetic perturbations on the ground reached 71° CGMlat
(bottom panel of Fig. 2), a slower drift to the South was registered simultaneously as
well. Such behavior is typical for the “classical” substorms.

During the substorm of 22 June 2015, the considerable movement of the
westward electrojet to the South and North was observed (Fig.4, upper panel). The
significant travel of the substorm to the South has happened, probably, due to the
change of the IMF B sign from positive to negative up to —40 nT. After the second
jump of the electrojet to the North, its progress surpassed the 75° CGMlat. The
electrojet center reached the station LYR (75.12° CGMlat). Such substorm behavior
allows ranking this substorm among the “expanded” substorms [11].

The positive magnetic bays observed at the middle latitudes during the first
two substorms, were nearly symmetric, and the duration of the perturbation was
about 20 min and 1 hour, correspondingly. The positive bay during the third
substorm was characterized by a sharp increase, as a result of the association of the
substorm onset with the IS and SSC, and by a gradual decrease later.

The boundary between the negative and positive bays was observed in the
latitude range of 50 + 56° CGMlat (between the stations HLP and NUR). According
to the McPherron et al. [12] scheme, this boundary could be mapped between the
electrojet location and the field aligned currents during the considered substorms.

36



Conclusion
In this work we analyzed the strongest geomagnetic storm in the current 24™

solar cycle — the storm of 17 March 2015 (Ap = 108) [19, 20]. It, together with the
storm of 8 September 2017 (Ap = 106), represents the two extreme (G4 — level)
manifestations of the geomagnetic activity of the 24" cycle during solar maximum
and minimum respectively [19-22].

Also examined is the 2015 summer solstice storm of 22-23 June (Ap = 72),

which is the sixth major geomagnetic storm (also G4 — level) of solar cycle 24
https://www.spaceweatherlive.com/.

Our main contributions are as follows:

The middle and low latitudes substorms demonstrate the positive sign of the
magnetic X- component. The magnetic bay sign changed from negative to
positive between 50° and 56° CGMlat (between HLP and NUR sta-tions);
The clear effect of the magnetic storm Sudden Commencement (SSC) was
expressed by the rapid substorm shift from the auroral to low latitudes and
the sharp increase of the substorm intensity on 22 June 2015. The larger
amplitude and longer duration of the positive magnetic bay on 22 June 2015
are, probably, due to its development in the SHEATH versus the
development in the MC of the substorms on 17 March 2015.

It is seen that certain interplanetary conditions (SHEATH + 1IS) during the
storm on 22 June 2015 led to a substorm that manifested itself at low
latitudes (positive bays), and also at high latitudes (so called “expanded”
substorms);

The substorms during the storm on 17 March 2015 were observed at low and
auroral latitudes too, but without the high-latitude expansion, perhaps, this
is connected with the development of these substorms during the magnetic
cloud (MC). Thus, they appear “classical” substorms.

The research conducted here will be expanded to other strong storms of the

24" solar cycle, for example the G4 — Severe geomagnetic storm on September 7-8
2017 and other interesting cases.
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MPOSABA HA CYBBYPU HA BUCOKH U CPEJHU HIUPUHU
1O BPEME HA IBE CUJIHU MAT'HUTHU BYPU

B. I'uneea, U. /lecnupax, H. Kneitmvonosa

Pesrome

AHanuzupaHa € JMHaMHUKaTa Ha MAarHUTHUTE cyOOypH Ha BUCOKH U CPEIHU
IMUPUHU TI0 BpeMe Ha JBEe CHWJIHM TeoMarHuTHH Oypu, Ha 17 mapt 2015 1. u
22 1oum 2015 1. /IBere Oypm ca gocra momoOHW: W JIBETE ca pe3ynTaT OT BbH3-
neictBueto Ha Sheath oGmact B cipHUEBHS BATHD, M JBETE CE XapaKTEPU3HUPAT C
Bucoka MHTEeH3UBHOCT (SYM/Hmin < —200 nT). Hue usyunxme MarHuTHUTE CyO-
Oypu 1o Bpeme Ha Te3u OypH Ha OCHOBaTa Ha JaHHUTE OT MPEXKHTE CTaHLMH
INTERMAGNET u IMAGE. CeibrcTBamyTe napaMeTpy Ha CIIbHUEBUS BATHD H
MEXYTUTaHETHOTO MarHuTHO monie (MMII) 6sxa B3etu ot 6azata mamau OMNI.
[IpoctpancTBeHO-BpeMEeHHATa JUHAMUKA Ha TP cyO0ypH Oele n3yyeHa noapooHo:
cy60ypure ot 17:29 UT 1 22:55 UT npe3 mepBara Oyps u ot 18:33 UT mpe3 BropaTa
Oypst. Cyo0Oypute Ha 17 mapT 2015 1. Bh3HUKHAXA IIPe3 IVIaBHATa (a3a Ha OypsITa, a
HA4YaIoTo Ha cyoOypsTa Ha 22 roHu 2015 . Gerre ciex BHe3anHoTO Havaso (SSC)
Ha BTOpara Oyps. 1 Tpure cyb0ypu ce XxapaKTepu3Hupar ¢ psi3K0 pa3lrpsBaHe KbM
MOJIFOCA Ha 3aIlaIHUS eJIEKTPOJIKET STHOBPEMEHHO C 1M0-0aBHO JBHXEHHE KbM TIO-
HUCKH IUpuHH. Te 0s1xa HaOJ01aBaHy ChIIIO TaKa HA CPEHN U HUCKH ITUPUHH KaTo
MOJIOKHUTEIIHA MAarHuTHU ,,3a7IMBH°. 3amagHUAT EIEeKTPOMKeT pocturaa ~71°
CGMlat pe3 mepBuTe 1Be cyo0ypu u 3aamuna 75° CGMLat npe3 tperarta cy060ypsi.
CnenoBaTenHo, TbPBUTE ABE CHOWUTHS ca ,Kilacuiyecku” cyOOypu, a TpeToTo —
»pasmmpena” cy0Oyps. Hue mpenmonarame, de ToBa IMOBEIEHHE € CBBP3aHO C
Pa3NUYHUTE YCIOBUS B CIBHYEBHUS BATHP: ,.KiIacudeckute” cyOOypu ce pa3BHBaT
npu Marauten obmak (MC), a ,,pasmmpenure” — mox Bv3zaelicTBuero Ha Sheath
obnacrra.
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Abstract

It is very well known that carbon dioxide (CO2) accumulated in the atmosphere is the main
climate driver. The first precise direct continuous measurements of the atmospheric CO2 concentration
were provided from Keeling since 1958 at Mauna Loa Observatory. The measurements are going on
up to day. Law Dom ice core drilling was started in 1969 by the Australian ANARE program.

The slowdown of the World economic development during the World War 1, the Great
Depression and the World War Il lead to a deceleration of the CO2 emissions. The integration of the
total CO2 emissions using the impulse response function concept shows that the observed slowdown of
the COz emission is not sufficient to explain the CO2 plateau and additional COz2 sinks are necessary.
Based on multiple regression models adjusted global temperatures were determined by removal of
temperature influences other than related to CO2. The adjusted temperatures follow close the CO2
radiation term. The difference between the estimated adjusted temperature time evolution with and
without the CO2 slowdown and also the short time trends demonstrate very clear the close relation
between the temperature change and the CO2 radiative forcing. It is shown that the slowdown of the
CO:2 emission in the period from 1939 to 1950 and the related CO2 concentration in the atmosphere,
caused at least partially by human activities, generate slower increase of the temperature anomalies.
Consequently COz is the leading variable of the relation surface temperature — COx2.

Introduction

Global warming is usually perceived as the increase of the average global
temperature over a long period of time, usually 30 years or more. The global
temperatures inferred from direct observations show a rise of approximately 0.7 °C
during the 20" century. The temperatures however do not increase continuously.
Longer periods of warming alternate with periods in which the temperature does not
increase or a cooling is observed. The global temperature series are characterized
also by variations on the scale from decades to years associated with EI Nifio events,
with volcano eruptions and with changes in the solar activity. Lean and Rind [1]
explained 76% of the temperature variance by indices describing anthropogenic
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forcing, El Nifio/ Southern Oscillation (ENSO) events, volcano activity and solar
irradiance changes using multiple regression method analysing the monthly
combined land and ocean surface temperature series (HadCRUT3 vcgl) for the
period 1889-2006. Foster and Rahmstorf [2] have performed multiple regressions of
five different temperature series for the time span of 1979-2010. They have
constructed adjusted data sets by removal of the influence of ENSO, volcanic
eruptions and the total solar irradiance on the temperatures. They stated that the
trends of the adjusted series were linear after 1998 when the greenhouse gases
concentrations increased as before, but the rise of the global temperatures seems to
be slower in comparison with the period before. It is well known that the oceans are
thermally inert and provide an important memory of the climate variations. The inter-
decadal Pacific oscillation signal has quasiperiodic variations of the time scale of
15-30 years and is connected to other teleconnections.

The Atlantic multi-decadal oscillation (AMO) was detected by Schlesinger
and Ramankutty [3]. It is defined by the Sea surface temperature (SST) anomaly
pattern in the Northern Atlantic, where the global warming influence was removed
using different methods (see [4] for more details). The AMO shows a periodicity of
approximately 6570 years. The reasons of AMO multi-decadal periodicities are not
fully understood until now and they are discussed controversially. Some authors state
that the origin of AMO is an intrinsic mode in the dynamic of the ocean-atmosphere
system without external forces. It is shown that AMO is driven by the Atlantic
meridional overturning circulation [5]. Knudsen et al. [6] explicitly reject the
hypothesis that AMO was forced by changes in the solar activity. Other authors
found a link with the solar activity long-term changes at multidecadal scales, e.qg. [7].
Different studies have demonstrated relations between regional weather phenomena
and AMO ([8] and the citations herein). Rohde et al. [9] found an AMO signal in
the residuals of the Berkeley Earth global land temperature series modelled by the
logarithm of the CO; concentration and by volcanic sulphate emissions. For the first
time Zhou and Tung [10] included the AMO index in a multiple regression model as
a predictor and determined the global warming rate.

In the science community a wide consensus consists about the origin of the
climate change by the increase of the man-made CO; emission in the atmosphere.
The emitted CO; passes into the global carbon cycle, where about 45% of it remains
in the atmosphere [11]. The remaining in the atmosphere CO- absorbs the long-wave
radiation coming from the Earth surface. One part of the absorbed radiation is
trapped as heat in the atmosphere and another part is re-emitted in all directions,
downwards and upwards. This process is the basic understanding of the warming by
greenhouse gases. Up to now there is not an exact proof of the real causes of the
climate change by greenhouse gases. In the IPCC reports the term “evidence
substantiated by simple physical models” was used. The probability of the man-made
individual climate change elements is evaluated by climate experts. The evidence of
man-made origin of the climate change is demonstrated also by certain patterns in
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the spatial, temporal or spatial-temporal domain, obtained by climate models and
confirmed by observations. One of the most known patterns (or so called finger
prints) is e.g. the increase of the temperature in the lower troposphere and the
simultaneous decrease of the temperature in the stratosphere caused by CO; taking
into account solar, volcanic and ozone temperature effects as well [12]. Another
example is the substantial rising of the occurrence of the number of warm days per
decade during the period 1951-2003. Simultaneously a slight decrease of the number
of cold days and of the diurnal temperature range was observed meaning that the
atmosphere warming is faster during the day. This fingerprint was found both by
climate model simulations and by investigations of the experimental climate
observations [13, 14]. The isotope signature of *C and “C in the atmosphere is
changing (Suess *C and *C effect). “C isotope content in the atmosphere comes by
galactic cosmic rays. The *C isotope has a decay time of more than 5 700 years.
Therefor fossils do not contain “C. By the CO; release in the atmosphere due to fuel
combustion the amount of “C decreases. The *C isotope concentration is reduced
compared to the '2C isotope atmospheric concentration, because millions of years
ago fuel was formed by plants, accumulating more of the lighter 12C isotope than of
the heavier isotope *C. This change of the carbon isotopes composition in the
atmosphere is a fingerprint of the human activity.

The main goal of this paper is to present a new evidence about the causality
between the growing of the atmospheric CO, concentration and the temperature
increase with the leading role of CO..

CO; emissions and concentration in the Earth atmosphere

The CO; concentration in the Earth atmosphere before the industrial
revolution, during the Holocene was almost constant. With the beginning of the
industrial revolution after the discovery of the first commercial steam-engines the
CO. emissions were increasing slowly with the developing of the world economy.
The CO, amount in the atmosphere is determined by a complicated global balance
of the CO, exchange between the ocean, biosphere, atmosphere and lithosphere,
involving diffusion, advection and dissolving processes. Simple empirical models
approximate the carbon concentration as a sum of exponentially decaying pulse
response functions, where the time decays are of the order of one up to some hundred
years [15]. The global total emissions of CO; since 1850 are presented in Fig. 1. The
global emissions of CO; up to about 1910 were dominated by changes in land use
[16]. However the increase of the annual global CO; emissions is determined
basically by the global emitted CO. from fuel combustion, as shown in Fig. 1. The
exponential increase of the CO, emissions during the industrial revolution is
interrupted by a period characterised by a slowdown of the emissions throughout the
World Wars I and 1l (WWI and WWII) and the Great Depression [17, 18]. During
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this time the global annual land use CO; emissions are nearly unchanged at the level
between 0.8 and 0.9 GtClyr (see Fig. 4).

After the WWII the national economies rapidly restored and a boom of the
worldwide economic development was registered. Sometimes this period is called
Great Acceleration. The rapid economic growth was interrupted by the first and later
by the second oil shocks. These economic developments are connected to the
corresponding energy consumption and reflect in the CO; emissions (see Fig. 1).
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Fig. 1. Total CO, emissions including burning of fossil fuel and cement production
at the globale scale. The figure is drawn based on the Carbon Dioxide Information
Analysis Center (CDIAC) data (http://cdiac.ornl.gov/trends/emis/tre_glob_2013.html)
and was redrawn from: http://wiki.bildungsserver.de/klimawandel/index.php/
Datei:FossileEnergie1850—2007.jpgtfile.

The concentration of CO, accumulated in the atmosphere shows not or only
slow increase after 1939 and doesn’t achieve the value of 1939 until 1950 as is seen
in the CO, data compilation from Hansen (http://www.climateaudit.info/
data/hansen/giss_ghg.2007.dat, see also [19]).
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MacFarling Meure et al. [20] stated that the CO; stabilization between 1940
and 1950 is a notable feature of the ice core measurements and it was verified by
newer high density measurements. They confirm this stabilization at
310-312 ppm between 1940 and 1955 (see Fig. 1 in the previously cited paper [20]).
For comparison in Fig. 2 the atmospheric CO; concentration obtained by different
methods throughout different campaigns is presented. Indirect determination of
atmospheric CO; by analysing air bubbles trapped in polar ice at the Low Dom
station in the East Antarctic as well as direct atmospheric CO; observations at Mauna
Loa beginning in 1958 and at Cape Grim (Tasmania, Australia) from 1978 up to
2015 are included (see also [21]). The uncertainties of the ice core measurements are
1.2 ppm [22].
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Fig. 2. Increase of the CO, concentration in the Earth ’s atmosphere established by indirect
measurements in ice cores DE08, DE08-2 and DSS at the Antarctic station Low Dom since
1850 and established annual means of the CO; concentration by direct measurements at
Mauna Loa and at Cape Grim, where the CDIAC data and data of the CSIRO Marine and
Atmospheric Research and the Australian Bureau of Meteorology were used. The
continuous black line is the data compilation of [19], which was extended by means of
regression up to 2016. The continuous line in magenta presents a spline attenuate
variations with periods of < 20 years by 50% as given by [19], based on [22].
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The direct CO; concentration measurements are much more accurate and
with uncertainties better than 0.2 ppm. (https://www.esrl.noaa.gov/gmd/ccgg/
aboutco2_measurements.pdf).

The ice core measurements are smoothed (e.g. by about 10 years for the
DEO8 core) due to diffusion processes filtering out short term atmospheric CO>
variations. The atmospheric measurements at Cape Grim show slightly smaller CO;
concentrations in comparison to the Mauna Loa results, due to the geographical
locations — Cape Grim at 40°38' S and Mauna Loa observatory at 19°28' N. The CO,
concentrations observed at Mauna Loa observatory are closer to the global mean CO;
amounts in the atmosphere. Therefore these data and the extended by linear
regression Hansen’s data compilation are used in this paper.

The remaining in the atmosphere amount of CO; is given by the imbalance
between the CO- sources and sinks. The CO; sources are the total CO, emission
consisting mainly from the fuel combustion and the cement production, and also
from the land use change, e.g. by deforestation. The trees are burned or let to rot,
whereby the CO; storage in the plants is released to the atmosphere. Biomass burning
immediately leads to increase of CO, concentration in the atmosphere. On the other
hand by burning of vegetation the carbon sink is destroyed for a long time.

The inventory of CO; the ocean by solution of CO,, the photosynthesis of
terrestrial plants and oceanic phytoplankton represent the main CO; sinks. For more
details see e.g. [23]. The relative part of the carbon emission remaining in the
atmosphere is called Airborne Fraction (AF).
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Fig. 3. Airborne fraction related to the CO> fuel combustion
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The IPCC Fourth Assessment Report (p. 139) [24] follows Keeling [25],
who defined the AF in relation to the CO, emission taking into account the fossil
fuel and cement production. Later the estimation quality of the emission was
improved by land use changes and they were included in the CO, emissions. Jones
et al. [26] have shown that an exponential rise of the CO emissions leads to a
constant AF. Here the AF was calculated by the ratio of the first backward
differences of the CO; and the total CO; fuel emission. From 1900 up to 1959 the
AF shows variations partially caused by the measurements errors of CO;
determination from ice cores or by small values of the Carbon emissions. However,
strong AF values > 1 indicate that more CO; remained in the atmosphere than the
amount added by Carbon fuel emission. The total fuel carbon emissions and the
carbon emissions by land use are shown in Fig. 4. It is seen that up to about 1910 the
emissions by land use are greater than Carbon fuel emission (see also [27]). Negative
AF as observed between 1940 and 1945 is caused by a decrease of CO; in the
atmosphere. At the same time the CO; emissions are almost constant. The negative
AF or AF values near zero indicate an additional strong CO; sink (or they could be
caused by higher measurement errors, as well). A significant trend in the AF would
indicate a CO-, feedback (e.g. decrease of the CO; ocean uptake). Since the beginning
of the direct CO; concentration measurements the fraction of the fossil fuel emissions
for the time interval up to 2014 shows variations around the mean of 0.55 over the
time [24]. The observed here AF seems to be reasonable since 1950 (see Fig. 3). The
mean value of the AF is 0.55 + 0.12. The maximal deviations in 1973, 1988 and 1998
are related to anomaly CO- growth rates caused by strong ocean CO, uptakes
variations [22, 25, 28, and 29]. It was established that the strong EI Nifio events in
1895-1898, 1911-1916 and 1940-1942 are in coincidence with an increase of the
atmospheric CO; growth rate. The removal of atmospheric CO; by uptake into the
ocean is strong, when the Southern oscillation (SO) shifts from its warm phase (El
Nifio event) to its cool phase (La Nifia event) and coincided with a warm to cool
phase change of the Pacific Decadal Oscillation (PDQO) and with lower temperatures
and progressive weakening of the Atlantic thermohaline circulation [20]. The sea-
surface warming during EI Nifio reduced the upwelling of CO; rich water which
resulted in a reducing of CO; outgassing and an enhancement of the CO. uptake,
respectively [30]. The minimum of the AF in 1992/1993 is related to the Monte
Pinatubo eruption and the maximum observed around 2003 is connected to
anomalies during the strong heatwave observed in Europe [31].
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Fig. 4. Global total CO, emission by fuel combustion (blue line), the emission by land use
changes (green line) and the total CO, emissions as the sum of the fuel combustion and
land use change (red line). Models for additional carbon sinks (negative values
for emissions) are drawn by dashed dotted red line for model A and by

dashed blue line for model B.

In contradiction to the argument of strong ocean uptake, Rafelski et al. [27],
Truderinger et al. [32] and Rubino et al. [33] concluded, that the plateau in the CO>
atmospheric concentration after 1940 is likely caused by land air temperature
decreasing over the Northern Hemisphere. Bastos et al. [34] have found that cropland
abandonment in the Former Soviet Union, as a consequence of the WWII, could
explain the CO; plateau, due to increase of CO, absorption by vegetation recovery
and by increase of organic matter in soil.

More detailed studies have shown later that the human part on the additional
CO; sink by the cropland due abandonment in the Former Soviet Union is about 6—
10 % of the gap sink required to explain the plateau [35]. Bastos et al. [35] have
outlined that it is likely decreases in agricultural areas during WWII might have also
occurred in other regions and could additionally contribute to the sink gap. Such
events may not be included in FSU-REF data due to the use of different sources of
information as is the case, for example, of China. They claimed that the part of the
additional sink of about 60% has a natural source. The reason of the CO, stabilization
up to now is not fully understood.

The response of the concentration of CO- in the atmosphere to changes in
the carbon emissions can be estimated in the first order using the concept of the
Impulse Response Function (IRF) (or Green’s function), where CO2 can be
represented by the sum of earlier anthropogenic emissions e at time t multiplied by
the fraction remaining still airborne after time ¢—¢’, given by the IRF [36]:
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where the IRF is given by a sum of exponential functions

n
IRF(t) =a0+2ai-exp<—t) fort =0,

i=1 Ti
and ap is the part which remains permanently in the atmosphere and a; are the
fractions associated with the time scale 7;. IRF is not an invariant function, but
depends on the magnitude of the carbon emissions [37]. If the carbon emissions are
given in GtC then the factor ¢ is about 0.47 ppmv/GtC to obtain the CO;
concentration in ppmv. This constant can be used for tuning to achieve the best
adjustment. The IRF concept was developed for cost effective estimations of the
atmospheric CO, concentration as response to different future anthropogenic
emission scenarios and describes the CO; ocean uptake. Biological sources and sinks
are not included in the model to obtain the IRF [37]. Using IRF parameters of the
standard Bern SAR model the integration of the CO, emissions (see
unfccc.int/resource/brazil/carbon.html) gives a result close to the obtained one by
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Fig. 5. Results of the integration of the total CO, emissions (defined as the sum of the total

CO; fuel emission and the emission by change of land use) (continuous magenta line), the

integration of the total CO, emissions reduced by additional sinks model A (dashed dotted
red line), and model B (dashed dotted blue line) in comparison with the observed CO,
concentration (using the extended Hansen ’s data compilation) (continuous green line)
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ice core, firn and atmospheric measurements (as obtained by the extended Hansen’s
data compilation). By the integration of the original data consisting of the sum of the
total fuel emissions and the land use emissions no plateau can be observed (the
magenta line in Fig. 5). The slowdown of the emissions during the period between
the beginning of the WWI and the end of the WWII lead only to a stabilization of
the grow rate from about 0.5 Gt carbon (0.24 ppmv CO;) per year up to
approximately 1.0 Gt carbon (0.47 ppmv CO,). After this the grow rate fast increase
up to 4 Gt carbon (1.9 ppmv CO;) per year. However if the total carbon fuel and land
used emissions during the interval between 1940 and 1975 are reduced yearly by 1.2
Gt carbon (see Fig. 4, sink model A) then the integration results form a plateau very
close to the ones obtained by the ice core and firn air CO, measurements (the dashed
dotted red line in Fig. 5). (The total sink corresponds to about 43 GtC, see Fig. 4).
Here of course the precise shape of the function describing the carbon reduction
cannot be reconstructed, by reason of the insensitivity of the integration. A very like
result for the total CO, emissions is formed by a strong carbon reduction of 1.6 Gt
carbon per year during 1940-1945 following by a permanent sink of 0.9 Gt carbon
per year up to 1980 and after this a sink of 0.2 Gt carbon (see Fig. 4, sink model B),
with total carbon sink of about 47 GtC (the dashed dotted blue line in Fig. 5). The
goal of this work was not to obtain a good adjustment to the measured atmospheric
CO.. The aim was to demonstrate that the plateau can be observed only, if the carbon
reduction takes place suddenly by a sink formed by one longer impulse or by one
stronger short impulse followed by a stepwise sequence of weaker impulses. Of
course this is true only in the framework of the used model (based on IRF). It has to
be mentioned that from the slowdown of CO. emissions directly follows an
equivalent slowdown of the radiation forcing function [38].

In the following section the influence of the CO. concentration observed by
measurements on one hand and estimated by the integration of observed total carbon
emissions (the sum of the total fuel emissions and the land use emissions) on the
other hand, on the temperature is estimated using linear multiple regression model.

Regression model

The long-time global temperature trends are determined by the concentration
of the carbon dioxide (CO,) in the atmosphere. In our regression model the CO, data
compilation from Hansen is used (http://www.climateaudit.info/data/hansen/
giss_ghg.2007.dat). The data, covering the period 1850-2006, were extended to
2016 adding the obtained annual CO; by regression of the Hansen data against
the CO, measurements provided by the Mauna Loa observatory
(ftp://ftp.cmdl.noaa.gov/ccg/co2/trends/co2_annmean_mlo.txt).
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To study the influence of different factors on climate Werner et al. [39] were
used the following linear regression model:

(2 T, =const+ 4 *In(CO,/280 ppmv) + 5, * AMO + 3,*PDO + S, * TSI +
+ 5, *SO+ B, * AOD +¢,

where at the left hand side Tobs is the observed annual temperature anomaly and the
regressors at the right hand side are the logarithm of CO; referred to its pre-industrial
value of 280 ppmv, the Total solar irradiances (TSI), and the indices of the AMO, of
the Pacific decadal oscillation (PDO), of the Southern oscillation (SO) and of the
Aerosol optical depth (AOD).

To avoid collinearity in the regression other greenhouse gases except CO;
were not included in the regression because the time evolution of their atmospheric
concentrations is similar to the one of CO,. Moreover other radiative active gases as
methane (CH,), halocarbons and nitrous oxide (N.O) have a higher warming
potential per molecule than CO,, but their amounts in the atmosphere are much
smaller. So the climate change is driven mainly by CO; [40]. The CO; forcing is
defined as AF =5.35*In(CO, /280ppmv) Wm2 [40]. In our computations, the used

time interval was limited from 1900 up to 2010, because the temperature
observations are more accurate since the beginning of 1900 than before and the
carbon emissions are available up to 2010. The climate sensitivity can be easily
determined by the linear regression equation with the help of the relationAT = 1 AF .

Werner et al. [39] have shown that the residuals in Eg. 1 can be described by an
AR(1) model and the time series size can be replaced by its effective number [41].
By means of the effective sample size the effective standard deviations and the
Students’ effective t-values were calculated. The temperature sets of the leading
climate centres as NOAA and Met Office are close to each other and do not give
different results. In view of this, here only one temperature set, namely the
HadCRUR4 temperature set of the UK Met Office is used.

In Table 1 the results are summarized including only the statistically
significant regressors at the confidence level of 0.95, where the critical t-value is
about 1.96. The corresponding to the 1-c error effective t-value, taking into account
the residuals autocorrelation, was denoted as ter. A Stepwise regression with
backward elimination of the most non-significant term was performed. To estimate
the temperature anomalies, two models were applied. In the first model the real
atmospheric CO2 concentration was used as regressor, and an explained variance of
0.926 was achieved. In the second model the total CO, emissions obtained from
equation 1 were used as regressor, an explained variance of 0.923 was observed.
Both models distinguished not significantly one from the other and both statistic
models describe the observed temperature anomalies very well.
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Table 1. Results of the stepwise regression Eq. 2

note B1 B2 Ba Bs R?
Model 1 Regr. coeff. 2.734 0.488 0.058 | -0.028 | 0.926
Atmospheric o 0.097 0.038 0.017 0.006
CO; tefr, 22.20 10.10 2.62 -3.53
Model 2 Regr. coeff. 2.483 0.533 0.040 | -0.027 | 0.923
Integrated o 0.090 0.038 0.018 0.006
total CO; terr 22.10 10.70 1.74 -3.22
(fuel and
Land use)
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Fig. 6. The global annual temperature anomalies by the HadCRUT4 data set (blue line),
the ones by the fitted using the regression equation (2) for model 1 temperatures (red line)
and the differences between the observed temperatures and the fitted temperatures
(green line). For better eyesight, the deviations were shifted down by 0.7 °C.

The obtained results for the fitted temperature anomalies compared to the
observed ones and the computed temperature deviations for model 1 are shown in
Fig. 6. (There are shown only the results for model 1, because the results for model
2 are very close to the ones of model 1). It is seen that the cooling and warming
periods are very well captured by the model. The long-time trend is determined by
the CO, term and the AMO influence in both models. These are the main regressors,
describing the observed global temperature anomalies. The multiple correlation
taking in consideration only these two terms is about 0.951 for model 1 and 0.953
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for model 2 with an explained variance of approximately 0.905 and 0.907,
respectively. In comparison to the first model in the second one the influence of the
CO; term is somewhat smaller which is compensated by a stronger impact of the
AMO. The temperature change by doubling the CO, content would be 1.85 °C,
corresponding to a climate sensitivity of 0.5 K/Wm, based on equilibrium change
in global mean temperature. The temperature influence of TSI is small, about
0.06 °C, when TSI is changed by 1 W/m?, corresponding to a change of the solar
activity from its minimum to its maximum (or vice versa). The SOI influence is also
low, but it is more important at regional scales (not shown here). It has to be
mentioned, that in a model without CO, the high autocorrelation of the residuals
leads to a significant influence only of the AMO.

By the regression equations, the adjusted temperature, describing the CO;
influence on the temperature anomalies, can be easy calculated by removal of the
temperature impacts of AMO, TSI and SOI.

Adjusted Temperature estimation

To demonstrate the relationship between the CO; concentration and the
global temperature anomaly, here, as it was mentioned above, adjusted temperatures
were calculated by removal of the influences of AMO, TSI and SOI.

3 T =B In(CO, /280 ppmv) +T,,, — Ty,
where Tops — Trit IS equivalent to the residuals e.

The obtained adjusted temperatures Tagj follow very close the time evolution
of the CO- concentration (see Fig. 7). It has to be pointed out that a climate pause
caused by CO, after 1998 is not noticeable. If the temperatures would be not
influenced by CO, and the temperature anomalies increase would be generated only
by a linear trend the residuals would show a CO- induced signal. The residuals Tobs
— Tt (which are equal to the differences between the adjusted temperatures and the
CO, temperature impacts) are very close for both models. The maximal deviations
of the difference of the temperature fits of both models are of the order of about
0.04 °C and they are smaller than the non-explained variance of the fits themselves
but show clearly a CO- induced signal, like the difference of the model CO- impacts
on the temperatures (see Fig. 7).
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Fig. 7. The adjusted by equation (3) temperatures (thin blue and thin red line) and the CO;
influence on temperature (thick blue and thick red line) by both regression models (see
Table 1). The difference of adjusted temperature fits by the two regression models is
presented by a thick green line. The dashed blue line shows the difference of the CO;
influence on the temperature obtained by the two regression models.

For illustration of the slowdown observed in the CO, concentration and
temperature anomalies it was assumed, that the world economy gathered the same
speed of development as after 1950 immediately after 1939, so the growth rate of
CO; after 1939 would be the same as after 1950. Then the adjusted temperature Tag"
can be estimated replacing CO; by:

(4) CO,(t)=CO,(t-10) for t>1939.

Based on the piecewise linear regression investigations of the long-lived
radiation factors Estrada et al. [38] have identified a strong breakpoint in the CO,
radiative forcing about 1960 related to the post-war economic expansion with data
sets up to 2010. The authors proposed a radiation forcing of CO, without the
slowdown (see Supplementary information in [38]) like CO- forcing described here.
However in [38] temperature changes due to the shifted CO, concentrations were not
recalculated. Here the results for Tag (CO2) and Tag” (CO;") are shown together with
the original data in Fig. 8 using the regression model A.
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expected immediately after 1939 (shown by thin lines).

Mainly the additional CO- sink lead to a decrease of the CO, concentration
growth rate, which caused a deceleration of the adjusted temperature anomalies. As
a result of the CO; slowdown the temperature increase decelerates and it can be
speculated that without the CO- slowdown the temperature today probably would be
approximately 0.15 °C higher. This effect can be clearly seen only in the adjusted
temperatures. For the observed temperature anomalies the effect is covered by the

other temperature impacts, mainly by the AMO influence.
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The relation between the adjusted temperature and the CO, radiation forcing at
shorter time scales determined by the linear detrended series is shown in Fig. 9. It is
to be noted again the close connection between the detrended adjusted temperature
and the detrended CO- term. The close linear relation between the CO, temperature
influence and the adjusted temperature is outlined also by the scatter plot (Fig. 10).
Any deviation from a linear relation cannot be detected. Due to the at least partially
man-made CO- slowdown and the close relation to the temperature changes at long
time and shorter time scales we can conclude that the CO; is the leading variable of
the relation between the temperature changes and CO; after the Pre-industrial Era.

Of course the statistical proof of causality and the proof of the human impact
on climate change are complicated [42, 43]. As it is seen in Fig. 1 the residuals are
not homoscedastic. The variance in the time interval up to approximately 1975 is
evidently greater than after that time and the autocorrelation is also not constant over
the whole time interval. The statistic investigations are more complex because the
global annual temperature anomalies series have structural breaks. In the case of
filtered temperature series generated by removal of the AMO temperature influence
the global temperatures have a structural break approximately in 1970, as well [38,
44].
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Fig. 10. Scatter plot of the CO, temperature influences and the adjusted temperatures

The aim of the present paper is not the statistical proof of the cause-effect
relationship. Here the main goal was to demonstrate the evidence of the relation-ship
between the CO. radiative forcing and the temperature change where the leading
variable during the Industrial Era is COs.
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Summary and conclusions

The rapid economic development after 1950 was accompanied with
enormous consumption of oil up to the first oil shock in 1973. Since this time by
different economic and politic reasons the growth of the emissions was decelerated.
The simultaneous CO; ocean uptake shows high variations forced by strong ENSO
events. The concentration of the atmospheric CO; increases continuously up to now.
Due to the man-made effect of the depression of the World economic development
during the World War | and after it, the Great Depression and the World War Il the
CO: emission was slowdown. The integration of the total CO, emission using the
IRF concept shows that the observed slowdown of the CO- emission is not sufficient
to explain the plateau of the atmospheric CO2 concentration. To account for the CO>
plateau one or more additional sinks are necessary, as it was obtained before by
solution of the inverse problem and climate models. The AF indicates an additional
strong CO- sink as well. Here the observed CO; content in the atmosphere was
obtained by the integration of two different models of additional CO; sinks. The
results show that the integration is not sensitive to the explicit form of the sinks.
Furthermore based on regressions models by subtraction of temperature impacts
excluding these of CO- adjusted temperatures were determined. It was demonstrated
that the adjusted temperature and the detrended adjusted temperature follow very
close the course of the radiative CO; forcing and the detrended course of the radiative
CO, forcing, respectively. That means that both the adjusted temperature and the
radiative CO-, forcing have the same long time trend and the same trend at shorter
time scales. Moreover a CO; signal was found in the adjusted global temperature
anomalies and consequently in the global temperatures.

Assuming that the CO. grow rates would not decelerate after 1939 and the
economy would have the same development as after 1950 the global temperature
anomalies would be approximately 0.15 °C higher than the tempera-tures today.

In the used here time interval after the preindustrial era the atmospheric
concentration was determined mainly by the energy consumption. It was shown that
the CO- slowdown observed between 1939 and 1950 was at least partially man-
made. Therefore the CO; is the leading variable in the relationship with the global
temperature change.

The CO; slowdown and the deceleration of the temperature increase at the
same time visible in the adjusted temperatures can be considered as a fingerprint of
the human impact on the climate warming process.

56



References

1. Lean, J. L, D. H. Rind. How natural and anthropogenic influences alter global and
regional surface temperatures: 1889 to 2006, Geophys. Res. Lett., 2008, 35, L18701.
doi:10.1029/2008GL034864

2. Forster, G. and S. Rahmstorf. Global temperature evolution 1979-2010, Env. Res. Lett.,

2011, 6, 8-xx. http://iopscience.iop.org/article/10.1088/1748-9326/6/4/ 044022/
meta

3. Schlesinger, M. E. and N. Ramankutty. An oscillation in the global climate system of

period 65-70 years, Nature, 1994, 367, 723-26. doi:10.1038/367723a0

4. Enfield, D. B. and L. Cid-Serrano. Secular and multidecadal warmings in the North
Atlantic and their relationships with major hurricane activity, Int. Jour. Climatol.,
2010, 30, 2, 174-84. doi:10.1002/joc.1881

5. Wang, C. and S. Dong. Is the basin-wide warming in the North Atlantic Ocean related to
atmospheric carbon dioxid and global warming? Geophys. Res. Lett., 2010, 37,
L08707. doi:10.1029/2010GL042743

6. Knudsen, F.M., M.-S. Seidenkranz, B. H. Jacobsen et al. Tracking the Atlantic
Multidecadal Oscillation through the last 8,000 years, Nature communications,
2011. doi:10.1038/ncomms1186

7. Weng, H. Impacts of multi-scale solar activity on climate. Part 1I: Dominant timescales
in decadal-centennial climate variability, AAS, 2012, 4, 887—908.
d0i:10.1007/s00376-012-1239-0

8. Knight, J. R., Folland, C. K., and Scaife, A. A. Climate impacts of the Atlantic
Multidecadal ~ Oscillation, Geophys. Res. Lett.,, 2006, 33, L17706.
d0i:10.1029/2006GL026242

9. Rohde, R., R. A. Muller, R. Jacobsen et al. A New Estimate of the Average Earth Surface
Land Temperature Spanning 1753 to 2011, Geoinfor Geostat: An Overview 1:1.
doi:10.4172/2327-4581.1000101

10. Zhou, J. and K. K. Tung. Deducing multidecadal anthropogenic global warming trends
using multiple regression analysis, J. Atmos. Sci., 2013, 70, 1, 3-8.
doi:10.1175/JAS-D-12-0208.1

11. Ballantyne A. P, C. B. Alden, J. B. Miller, P. P. Tans, and J. W. White. Increase in
observed net carbon dioxide uptake by land and oceans during the past 50 years,
Nature, 2012, 488, 7409, 70-2. doi:10.1038/nature11299

12.Jones G. S., S. F. B. Tett, and P. A. Stott. Causes of atmospheric temperature change
1960-2000: A combined attribution analysis, Geophys. Res. Lett., 2003, 30, 5, 1228.
doi:10.1029/2002GL016377

13. Braganza, K., D. J. Karoly, and J. M. Arblaster. Diurnal temperature range as an index of
global climate change during the twentieth century, Geophys. Res. Let., 2004, 31,
L13217. doi:10.1029/2004GL019998

14. Alexander, L. V., X. Zhang, T. C. Peterson et al. Global observed changes in daily climate
extremes of temperature and precipitation, J. Geophys. Res., 2006, 1, 111.
d0i:10.1029/2005JD006290

15. Siegenthaler, U. and F. Joos. Use of a simple model for studying oceanic tracer
distribution and the global carbon cycle, Tellus, 1992, 44B, 186—207.

57


http://iopscience.iop.org/article/10.1088/1748-9326/6/4/%20044022/%20meta
http://iopscience.iop.org/article/10.1088/1748-9326/6/4/%20044022/%20meta
https://doi.org/10.1002/joc.1881
https://dx.doi.org/10.1038%2Fncomms1186
https://link.springer.com/article/10.1007/s00376-012-1239-0
https://journals.ametsoc.org/doi/full/10.1175/JAS-D-12-0208.1
https://journals.ametsoc.org/doi/full/10.1175/JAS-D-12-0208.1
https://www.ncbi.nlm.nih.gov/pubmed/?term=Ballantyne%20AP%5BAuthor%5D&cauthor=true&cauthor_uid=22859203
https://www.ncbi.nlm.nih.gov/pubmed/?term=Alden%20CB%5BAuthor%5D&cauthor=true&cauthor_uid=22859203
https://www.ncbi.nlm.nih.gov/pubmed/?term=Miller%20JB%5BAuthor%5D&cauthor=true&cauthor_uid=22859203
https://www.ncbi.nlm.nih.gov/pubmed/?term=Tans%20PP%5BAuthor%5D&cauthor=true&cauthor_uid=22859203
https://www.ncbi.nlm.nih.gov/pubmed/?term=White%20JW%5BAuthor%5D&cauthor=true&cauthor_uid=22859203
https://www.ncbi.nlm.nih.gov/pubmed/22859203

16. Siegenthaler, U. and H. Oeschger. Biospheric CO, emissions during the past 200 years
reconstructed by deconvolution of ice core data, Tellus, 1987, 39B, 140-54.
doi:10.1111/j.1600-0889.1987.th00278.x

17.Houghton, R. A., Balancing the global carbon budget, Ann. Rev. Earth Planet. Sci., 2007,
35, 313-47.

18.Friedrich, J. and T. Damassa. The History of Carbon Dioxide Emissions, 2014.
http://www.wri.org/blog/ 2014/05/history-carbon-dioxide-emissions

19.Hansen, J., M. Sato. Greenhouse gas growth rates. PNAS, 2004, 101, 46, 16109-
114. http://www.pnas.org/content/suppl/2004/11/02/0406982101.DC1/06982
SupportingText.html

20. MacFarling Meure, C., D. Etheridge, C. Trudinger et al. The Law Dome CO, CH,4 and
N2O Ice Core Records Extended to 2000 years BP, Geophys. Res. Lett., 2006, 14,
L14810. doi:10.1029/2006GL026152

21.Langenfelds, R. L., L. P. Steele, M. V. Van der Schoot et al. Atmospheric methane,
carbon dioxide, hydrogen, carbon monoxide and nitrous oxide from Cape Grim flask
air samples analysed by gas chromatography. In: Baseline Atmospheric Program
Australia. 2001-2002, ed. J.M. Cainey, N. Derek, and P.B. Krummel (editors),
Melbourne: Bureau of Meteorology and CSIRO Atmos. Res., 2004,
46-47.

22.Etheridge, D. M., L. P. Steele, R. L. Langenfelds, R. J. Francey, J.-M. Barnola, and V. I.
Morgan. Natural and anthropogenic changes in atmospheric CO; over the last 1000
years from air in Antarctic ice and firn, J. Geophys. Res., 1996, 4115-28.
doi:10.1029/95JD03410

23.Heinze, C., S. Meyer, and N. Goris. The ocean carbon sink — impacts, vulnerabilities and
challenges, Earth Syst. Dynam., 2015, 6, 3R.L.27-358. doi:10.5194/esd-6-327-
2015

24. AR4 Climate Change 2007: The Physical Science Basis. Contribution of Working Group
I to the Fourth Assessment Report of the Intergovernmental Panel on Climate
Change [Solomon, S., D. Qin, M. Manning, Z. Chen, M. Marquis, K.B. Averyt, M.
Tignor and H.L. Miller (eds.)]. Cambridge University Press, Cambridge, United
Kingdom and New York, NY, USA, 2007, 996 pp. on p. 139.

25. Keeling, C. D., T. P. Whorf, M. Wahlen, and J. v. D. Pflicht. Interannual extremes in the
rate of atmospheric carbon dioxide since 1980, Nature, 1995, 375, 666-70.
doi:10.1038/375666a0

26. Jones, C. D, P. M. Cox, and C. Huntingford. The atmospheric CO; airborne fraction and
carbon cycle feedbacks, 2007. https://www.esrl.noaa.gov/gmd/co2conference/
posters_pdf/jonesl_poster.pdf

27.Rafelski, L. E., S. C. Piper, and R. F. Keeling. Climate effects on atmospheric carbon
dioxide over the last century, Tellus B, 2009, 61, 5, 718-31.
d0i:10.1111/j.1600-0889.2009.00439.x

28.Joos, F., R. Meyer, M. Bruno, M. Leuenberger. The variability in the carbon sinks as
reconstructed for the last 1000 years, Geophys. Res. Let.,, 1999, 26, 10,
1437-40. doi:10.1029/1999g1900250

29. Francey, R. J., P. P. Trans, C. E. Allison, I. G. Enting, J. W. C. White, and M. Troller.
Changes in oceanic and terrestrial carbon uptake since 1982, Nature, 1995, 373,
326-30. doi:10.1038/373326a0

58


https://doi.org/10.1111/j.1600-0889.1987.tb00278.x
http://www.wri.org/blog/%202014/05/history-carbon-dioxide-emissions
http://www.pnas.org/content/suppl/2004/11/02/0406982101.DC1/06982%20SupportingText.html
http://www.pnas.org/content/suppl/2004/11/02/0406982101.DC1/06982%20SupportingText.html
https://doi.org/10.5194/%20esd-6-327-2015
https://doi.org/10.5194/%20esd-6-327-2015
https://www.tandfonline.com/doi/abs/10.1111/j.1600-0889.2009.00439.x

30. Ishii, M., H. Y. Inoue, and T. Midorikawa. Spatial variability and decadal trend of the
oceanic CO; in the western equatorial Pacific warm/fresh water, Deep-Sea Res. Pt.
I1, 2009, 56, 591-606, doi:10.1016/j.dsr2.2009.01.002

31.Jones, C. D. and M. P. Cox. On the significance of atmospheric CO, growth rate
anomalies in 2002-2003, Geophys. Res. Lett., 2005, 632, L14816. doi:10.1029/
2005GL023027

32. Truderinger, C. M., I. G. Enting, P. J. Rayner, R. J. Francey. Kalman filter analysis of ice
core data 2. Double deconvolution of CO and §**C measurements, J. Geophys. Res.,
2002, 107, D20, 4423. d0i:10.1029/2001JD001112

33.Rubino, M., D. M. Etheridge, C. M. Trudinger et al. A revised 1000 year atmospheric
513C-CO; record from Law Dome and South Pole, Antarctica, J. Geophys. Res.:
Atmosphere, 2013, 118, 8482-99. doi:10.1002/jgrd.50668

34.Bastos, A., P. Ciais. J. Barichivich et al. Re-evaluatingthel940s CO, plateau,
Biogeosciences, 2016, 13, 4877-97. doi:10.5194/bg-13-4877-2016

35. Bastos, A., A. Peregon. E. A. Gani et al. The contribution of land-use change versus
climate variability to the 1940s CO- plateau: Former Soviet Union as a test case,
Biogeosciences Discuss., doi:10.5194/bg-2017-26

36.Joos, F., R. Roth, J. S. Fuglestvedt et al. Carbon dioxide and climate impulse response
functions for the computation of greenhouse gas metrics: a multi-model analysis,
Atmos. Chem. Phys., 2013, 13, 2793-2825. doi:10.5194/acp-13-2793-2013

37. Maier-Reimer, E. and K. Hasselmann. Transport and storage of CO2 in the ocean - an
inorganic ocean-circulation carbon cycle model, Climate Dynamics, 1987, 2, 2,
63-90. doi:10.1007/BF01054491

38.Estrada, F., P. Perron, and B. Martinez-Lépez. Statistically derived contributions of
diverse human influences to twentieth-century temperature changes, nature geo-
science, Advanced online publication, Supplementary information, 2013.
d0i:10.1038/NGEO1999

39. Werner R., D. Valev, D. Danov, V. Guineva, and A. Kirillov. Analysis of global and
hemispheric temperature records and prognosis, Adv. Space Res., 2015, 55, 12),
2961-973. doi:10.1016/j.asr.2015.03.005

40. Myhre, G., E. J. Highwood, K. P. Shine, and F. Stordal. New estimates of radiative
forcing due to well mixed greenhouse gases, Geophys. Res. Lett., 1998, 25, 2715-
2818. doi:10.1029/98GL01908

41. Thiébaux, H. J. and F. W. Zwiers. The Interpretation and Estimation of Effective Sample
Size, Journal of Appl. Meteor, 1984, 5, 800-11. do0i:10.1175/1520-
0450(1984)023<0800: TIAEOE>2.0.CO;2

42.Stern, D. I. and R. K. Kaufmann. Detecting a global warming signal in hemispheric
temperatures series: A structural time series analysis, Climatic Change, 2000, 47,
411-38. doi:10.1023/ A:1005672231474

43.Kaufmann, R. K. and D. I. Stern. Cointegration analysis of hemispheric temperature
relations, J. Geophys. Res., 2002, 107, D2, 4012. doi:10.1029/2000JD000174

44, Werner R., D. Valev, D. Danov, and V. Guineva. Study of structural break points in global
and hemispheric temperature series by piecewise regression, Adv. Space Res., 2015,
56, 11, 2323-34. doi:10.1016/j.asr.2015.09.007

59


https://link.springer.com/journal/382
file:///E:/Rolf/Documents/2017/Geomagn.&Aeron/2
https://link.springer.com/article/
https://doi.org/10.1029/98GL01908
https://doi.org/10.1175/1520-0450(1984)023%3C0800:TIAEOE%3E2.0.CO;2
https://doi.org/10.1175/1520-0450(1984)023%3C0800:TIAEOE%3E2.0.CO;2
https://doi.org/10.1023/

I'IOBAJIHA TEMIIEPATYPHU AHOMAJINU, CBbP3AHU
CbhbC CIIAJl HA KOHHEHTPAIIUSITA HA CO2 BATMOC®EPATA,
OT19391'. 101949 T

P. Bepuep, B. I'unesa

Pesrome

UzBectHo e, uwe Bweraepomauar auokcua (CO.), akymyiawpaH B aTMO-
cdepata, € IIaBHUAT ApaiiBep Ha KiauMaTa. IIbpBUTE TOUHM HENPEKbCHATH IPEKU
U3MepBaHus Ha KoHIeHTpauusTa Ha atMochepuus CO: ca mposeaenu ot Keeling
ot 1958 1. B obcepBaropusita Mauna Loa. M3mepBanusita mpoabDKaBar A0 JTHEC.
Conpupanero Ha neneHus ciaoid B Low Dom 3amousa mpe3 1969 r. ¢ nporpamara
ANAPE.

WnTerpupanero Ha toTamHata emucus Ha CO, ¢ moMolTa Ha UMIIYJICHA
anapatHa (GYHKIUS 1O0Ka3Ba, ye HaOMoAaBaHUAT cnajx Ha emucusra Ha CO: He e
JOCTaThy4€H, 32 a OOSICHU IMOJIyYEHOTO IJIaTO U € HeoOXOOMMO Ja C€ BKIIIoYAT
JOMBIHUTENHU 1oToM. Ha ocHOBaTa Ha MYJITH-PErPECHOHHU MOJIENU 0sXa ormpe-
JieJIeHH M3YUCTEHUTE ,,HalacHATH TJIO0AIHU TeMIIEpaTypH upe3 M3KIIOYBaHE Ha
JIpYTy TEMIEPATYPHU BIUAHHUS, OCBEH CBbp3aHuTe cbc COs.

W3uncrenuTe ,,HamacHaTU TeMIlepaTypy Ha Xozaa Ha paguanusta Ha COo,
pa3iMKaTa MeXIy BPEMEBOTO pPa3BUTHE HA OLCHEHUTE YTOUHEHU TEMIIEPaTyPH ChC
cnana Ha CO; u 6€3 Hero, a ChII0 U KPaTKOBPEMEHHHUTE TPEHIOBE ITOKa3BaT MHOTO
SCHO TACHAaTa BpPb3Ka MEXIy TEMIepaTypHaTa MPOMsHA U MApHUKOBUS €(eKT oT
CO:z. ITokazaHo e, ye ciagsT Ha emucuara Ha CO; B mepruoaa ot 1939 r. no 1950 1.
U CBBbp3aHaTa ¢ Hes KoHueHTpanust Ha CO2 B aTMocdeparta, HOpoAeHa OHE 0TYaCTH
OT YOBEHIKaTa ACWHOCT, MPEeIN3BUKBA [10-0aBHO HApacTBaHE Ha TEMIIEPATypHHUTE
aHomanmu 1ipe3 To3u mepuoi. CrnemoBatenHo CO; e Bomemata MPOMEHINBA B
3aBHCHMOCTTA: TeMIiepaTypa Ha moBspxHocTTa — CO3.
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Abstract

During the analysis of solar activity impact on climate, the emphasis is placed on
temperature changes. Earth's atmosphere is a dynamical system with a complex variability in space
and time. Due to the fact that caves in Karst preserve the long term environmental changes, the
investigation of the in-caves’ atmospheric parameters and their variations with time becomes very
important in the last quarter of century.

In this paper we investigate the temporal evolution of the temperature and pressure of the
ground atmospheric layer in the region of two Bulgarian caves: Snezhanka (Pazardjik region) and
Uhlovitsa (Smolyan region), during the period 2005-2017. We show that thermal and mass exchange
of the caves’ air with the environment has significant temporal variations. On annual basis the
thermodynamical parameters of the observed caves behaves as a barotropic fluid, in which the air
density depends only on atmospheric pressure. As a result, the temporal evolution of in-caves’
pressure and temperature change synchronously with time. The observed 11-year signal could be
attributed to the heliospheric modulation of galactic cosmic ray (GCR) intensity, which modulates the
ozone and humidity near the tropopause and correspondingly the strength of the atmospheric
greenhouse effect. Our study helps to clarify the influence of helio-geophysical factors on the state of
the lower atmosphere.

Introduction

It has been known for a long time that solar activity and disturbances it
causes in the interplanetary environment affect different processes in all layers of
the Earth's atmosphere. Among the other external factors influencing Earth's
climate are galactic cosmic rays (GCRS) and space dust, the latter of which controls
the total energy transferred from the Sun to the Earth's atmosphere. With no doubt,
the comfortable conditions supporting the existence of life on the planet, are
obviously ensured by the amount of the total solar irradiance (TSI) reaching the
planetary surface. The instrumental measurements, however, do not support the
idea for a significant deviation of TSI from its recently observed values, while
paleoclimatic records give evidences for dramatic changes of Earth’s climate
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during the planetary evolution. Moreover, the reconstruction of TSI from 7000 BC
up to 500 AD shows that the amplitude of its variations does not exceeds 1% [1].

Much bigger changes are observed in solar UV radiation (in the interval
175+200 nm (Schumann-Runge bands) ~6%. This motivates some scientists [2] to
suggest that the heating of the stratosphere by UV radiation can be dynamically
transported down to the troposphere. Meanwhile, it has been revealed the increased
climate sensitivity to the chemical and dynamical conditions in the upper
troposphere — lower stratosphere region [3, 4]. The external forcing, which easily
reach these altitudes are GCRs, what gives a hint that they could somehow
influence the surface climate. One of the proposed mechanisms includes GCR
influence on the clouds’ cover, which could modulate the amount of solar radiation
reaching the planetary surface [5]. The more generalized relationship is given by
Lev Dorman [6]:

(solar activity cycles + long-term changes in the geomagnetic field) —
— (CR long term modulation in the Heliosphere + long term variation of cutoff
rigidity) — — (long term variation of clouds covering and aerosols + atmospheric
electric field effects) — climate change.

Mean annual temperature and pressure
near the Snezhanka cave
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Fig. 1. Mean annual temperature T (series 1) and barometric pressure p
(series 2) near the Snezhanka cave (Pazardjik region, Bulgaria)
in the period 2005-2017

However, the CERN laboratory experiment reveals that the impact of
cosmic radiation in cloud’s formation is negligible [7]. Meanwhile, it has been
proposed a new hypothesis [8] according to which the GCR influence on the near
tropopause ozone drives corresponding variation of the water vapour in the upper

62



troposphere. The impact of the latter ensures 90% of the greenhouses power of the
whole water content in the atmosphere [9], modulating in such a way the climate
conditions near the planetary surface.

Experimental modelling of complex monitoring for sustainable
development of protected Karst territories

The aim of the work is to design experiment and create a model for
complex monitoring of protected Karst territories as a basis for specialized
research, management and sustainable development and education. The Karst
territories were identified and measurements of the different parameters required
for the complex monitoring model were made.

Studying microclimate in caves and influence of solar and geomagnetic
activity on processes there, we have investigated relations between cave air
temperature and: sunspot number, Ap max index, surface temperature and pressure
near about the caves and found very good correlation [10].

In this work we want to investigate the influence of CR on cave
microclimate. We compare average annual changes in pressure and temperature of
the ground atmosphere in the region of caves Uhlovitsa (Smolyan) and Snezhanka
(Pazardzhik), Bulgaria in the period 2005-2015 and Cosmic Ray (CR) variations
from the neutron monitor in Athens, Greece (geographic latitude 37.97° N,
geographic longitude 23.78° E, altitude 260 m a.s.l.).

The studies of the microclimate in caves give additional perspective on the
variations of climatic parameters with time. This paper presents information for
variations of near surface temperature and pressure measured near two Bulgarian
caves, but close to their entrances, where the exchange with the outside
environment is still quite good. The examination of the records reveals the
existence of quasi-decadal variations in the temperature and pressure during the
observed period 2005-2017. The results and possible explanation of these
variations are presented in the following sections of the work.

Data and results

The temperature and pressure has been measured by automatic
meteorological stations in the region of two Bulgarian caves Snezhanka
(Pazardzhik region) and Uhlovitsa (Smolyan region) — close to the cave entrances,
during the period 2005-2017. The results are presented on Fig. 1 and Fig. 2.

Data of Galactic Cosmic Ray variability has been taken from NMDB:
Real-Time Database for high-resolution Neutron Monitor measurements
(http://wwwO1.nmdb.eu/). We use such a station which is located closest to South
Bulgaria where the studied caves are. This is the neutron monitor in Athens,
Greece (geographic latitude 37.97° N, geographic longitude 23.78° E, altitude
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260m as.l.). The instrument is Standard 6-NM64 neutron monitor with
geomagnetic threshold — effective vertical cut-off rigidity (Epoch 2000.0) 8.53 GV
(see http://www01.nmdb. eu/station/athn/).

Mean annual temperature and pressure
near the Uhlovitsa cave
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Fig. 2. Mean annual temperature T (seriesl ) and barometric pressure p (series 2)
near the Uhlovitsa cave (Smolyan region, Bulgaria) in the period 2005-2017

Sunspot numbers and planetary Ap index are taken from the
SILSO (Sunspot Index and Long-term Solar Observations, URL:
http://www.sidc.be/silso/datafiles) of World Data Center for the production,
preservation and dissemination of the international sunspot number, situated in
Royal Observatory of Belgium, Brussels.

On Fig. 3a are shown the courses of GCRs (Athens Neutron Monitor) and
the monthly smoothed sunspot numbers (SSN). On Fig. 3b are presented the
monthly smoothed Ap index and SSN during the period 2001-2018.

Analysis and interpretation

We have compared the mean annual values of air temperature and pressure
in the region of two Bulgarian caves — Snezhanka (Pazardzhik region) and
Uhlovitsa (Smolyan region) (Fig. 1 and Fig. 2). It is easily noticed that the
temperature and pressure have a well pronounced minimum during the period of
low solar activity, followed by a corresponding peak near the maximum of
sunspot’s numbers. Due to the modulation of GCR intensity by the 11-year solar
cycle, in period of minimum solar activity more GCR are allowed to penetrate the
heliosphere and correspondingly their intensity, measured in the Earth’s
environment, is maximal (see Fig. 3). Oppositely, when the Sun is more active, the
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higher density of solar wind and the stronger magnetic field carried by them act as
a barrier for less energetic GCR — disrupting their propagation in the heliosphere.

CRs and smoothed sunspot numbers
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Fig. 3a. Variations of smoothed sunspot humbers (SSN) (http://www.sidc.be/silso/datafiles)
and neutron component of cosmic rays during the period 2001-2018

On Fig. 3a is clearly shown the correlation between solar and geomagnetic
activity, while Fig. 3a demonstrates the anti-correlation between solar activity and
the intensity of galactic cosmic rays. The time lag or the relaxation of natural
processes relative to solar activity is also noticeably seen on Fig. 3.

The existence of solar signal in climate parameters is reported from many
authors and several hypotheses are attempting to explain this quasi-periodicity. An
intriguing moment in our data is the covariance between surface air temperature
and pressure. This means that the caves are filtering the baroclinic disturbances,
which are typical for the real troposphere, especially at mid-latitudes. More
specifically, in baroclinic atmosphere the relation between pressure and
temperature in not linear, due to the fact that besides from pressure the atmospheric
density depends also on the temperature of air masses. Temperature and pressure
covariates with time (see Fig. 1 and Fig. 2). This suggests that ground atmospheric
layer near the cave entrances behaves as a barotropic fluid, in which air density
depends only on the atmospheric pressure.

65


http://www.sidc.be/silso/datafiles

The next question, which should be elucidated, is the decadal variability of
the temperature and pressure with time. As mentioned in the introduction, the
amplitude of the quasi-decadal variations of TSI is less than 1% [1], which
suggests either existence on amplifying mechanism(s) of solar electromagnetic
radiation reaching the planetary surface, or impact from other external influence.
There are a lot of studies reporting for an existence of a relation between GCR and
climatic and ionization state of the environment [11, 12].

A plausible hypothesis for GCR influence on the Earth’s climatic
conditions is presented in [8, 13] and an explanation of our results with it is
described in the following section.

Explanation of results with mechanism of Kilifarska

The relation between energetic particles and middle atmospheric ozone has
been reported in several studies [14, 15]. However, Kilifarska [8, 13] has revealed
for the first time the important role of the secondary electrons, produced by GCRs
in the Regener-Pfotzer maximum [16], for activation ofion-molecular reactions and
ozone production just above the tropopause [17]. Moreover, the GCR effect is not
homogeneously distributed over the globe, due to the spatially heterogeneous
geomagnetic field [18]. This specificity of GCR forcing is able to explain the
regional character of climate variability, which couldn’t be said for the other
mechanisms.

According to [8, 13] the Os; variations above the tropopause affect its
temperature and consequently — the moist adiabatic lapse rate. For example, during
the minimum of solar activity — the increased level of GCR should produce more
ozone in the lower stratosphere, which warms the tropopause. This would stabilize
the upper troposphere, due to the increased wet adiabatic lapse rate. However, the
vertical motions in a stably stratified atmosphere are strongly suppressed [19].
Consequently, after some time the upper troposphere will become drier and its
greenhouse power will be reduced. Taking into account that 90% of the greenhouse
effect of the whole water vapour in the atmosphere is due to the upper tropospheric
water vapour [9] — one might expect a surface cooling in periods of high CR
intensity (respectively low solar activity).

Coming back to our Fig. 1 and Fig. 2, we could attribute the depression in
near surface temperature and pressure in both caves to the increased ozone density
in the lower stratosphere and consequently — to the increased static stability and
reduced humidity in the upper troposphere. This, in turn, diminishes the
greenhouse effect of the water vapour cooling the Earth’s surface. Oppositely, the
temperature-pressure peaks, during the maximum of 24" solar cycle, could be
attributed to the depleted Oz density and increased water vapour near the
tropopause, which warms the surface through the strengthened greenhouse effect.
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Fig. 3b. Variations of smoothed sunspot numbers (SSN) (http://www.sidc.be/silso/datafiles)
and planetary geomagnetic Ap index during the period 2001-2018

Discussion and conclusion

In the last quarter of the century, the problem of the impact of the low
atmosphere with its dynamic baric and temperature fields on the microclimate of
caves in Karst was particularly interesting. An important aspect in the study of the
change of the thermodynamic state of the cave atmosphere is the search for
processes directly or indirectly affecting the air temperature in the zone of constant
temperatures of the caves. The paper shows that models of ground atmosphere
circulation and thermo and mass exchange with the air volume in the caves have
energetically significant spatio-temporal variations. Their main thermodynamic
parameters are mainly related to the dynamic efficiency of atmospheric movements
in the low atmosphere. In turn, they are strongly influenced by the rapid change of
Earth's cosmic rays and the evolution of the actual solar cycle.

Subject of this work is the detected relationship between annual changes in
the temperature and pressure of the ground atmospheric layer near the entrances of
Snezhanka (Pazardjik caves) and Uhlovitsa (Smolyan region) caves, Bulgaria in
the period 2005-2017.The preliminary data analysis reveals the existence of an 11-
year solar signal. This temperature variability could be attributed to the influence
of GCR on the secondary ionisation in the Regener-Pfotzer maximum [15] and
furthermore on the lower stratospheric ozone. The latter, in turn, affects the
humidity beneath the tropopause and consequently — the strength of the greenhouse
effect, because more than 60% of it belongs to the water vapour [20], and
particularly to its amount in the upper troposphere [9]. The ozone — humidity
variations and their imprint on the surface temperature seems to be a key factor for
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understanding the temporal and spatial specificity of recently observed climate
changes [13, 21, 22].This is like that because the changes in solar luminosity are
small and slowly [23] to be a factor in the observed climate variations.
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BJIMAHUE HA KOCMUWYECKHUTE JIBYU U C1IBHYEBATA
AKTHUBHOCT BbPXY ABJAI'OCPOYHUTE UBMEHEHUA
B KIIMMATA HA IIEIHEPHUTE CUCTEMU

A. Cmoes, II. Cmoesa

Pe3rome

HpI/I aHaJIM3a Ha BJIMUAHHUCTO Ha CIIbHYCBATAa AKTUBHOCT BBHPXY KIMMATa

aKIEHTHT C€ IOCTaBsi BBPXY TEMIIEpaTypHUTE NPOMEHH. 3eMHaTa arMmocdepa e
JUHAMHMYHA CHCTEMa ChC CII0KHU M3MEHEHHs B MPOCTPAHCTBOTO M Bpemero. llo-
panu ¢axra, ye nemepure B Kapcr 3ama3BaT ABJITOCPOYHUTE IPOMEHH B OKOJIHATA
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cpena, W3CICABAHETO Ha aTMOC(EPHUTE MapaMeTpu B NEIICPUTE U TEXHUTE Ba-
pualy BB BPEMETO CTaBa MHOT'O BaYKHO TIpe3 MOCIICIHATA YSTBBPT Ha BeKa.

B Tasu crartus u3cnenBaMe €BONIONUATA HA TEMIIepaTypara U HAIATaHETO
Ha TpU3eMHUS aTMoc(hepeH CIIoi BbB BPEMETO, U3MEpEHH OJIM30 JI0 BXOJIOBETE HA
nBe Obirapcku kapcrosu memiepu: CHexxanka (obmact [lazapmkuk) n YxinoBuna
(obmact Cmomsn), mipe3 mepuona 2005-2017. Hue moka3Bame, 4e TOIUTMHHHSAT U
MacoBHUAT OOMEH Ha BB3JyXa Ha TEMEpUTe C OKONHATA Cpela UMa 3HAYUTEITHH
M3MEHEHUs BbB BpeMero. Ha roauimiHa 0a3a TepMOAMHAMUYHHTE MapaMeTpH Ha
Ha0JII0/TABAaHUTE TEIICPH ca KaTo Ha OapoTponudeH (Qayu, Mpu KOWTO ITETHOCTTA
Ha BB3JyXa 3aBUCH CaMO OT aTMOC(epHOTO HajsraHe. B pe3ynrar Ha ToBa, HaS-
raHeTo M TeMIIepaTypaTa B NEIICPUTE Ce MPOMEHIT CUHXpPOHHO. HalmromaBaHusT
11-rogunieH IUKBI MOXE Ja CE IBJDKU Ha XeauocdepHara MOIyJalus Ha WH-
TEH3MBHOCTTA Ha rajaktudeckure kocmuuecku 1pun (GCR), KouTo, OT CBOS CTpa-
Ha, MOJYJIUPAT 030HA U BIAXKHOCTTA B OJNU30CT J0 TPOIONAay3aTra U ChbOTBETHO —
cunata Ha mapHUKOBUS edekT. Hamero wu3cienBane momara Ja ce HU3SCHH
BJIUSAHUETO Ha XeJ'II/IO'I“CO(I)I/BI/I‘IHI/ITC (I)aKTOpI/I BbpXY CBCTOAHHMCTO HAa HHUCKATa
aTMocdepa.
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Abstract

A model of the automated space monitoring system (ASMS) for the presence of waste
disposal facilities (WDFs) is being developed in this paper. One of the components of the model is the
space imagery storage unit, which allows not only to improve the performance of environmental
authorities, but also to enhance the effectiveness of WGF monitoring (space, aerological, and ground
based). The article also investigates the problem of searching in space image archives of similarities
based on Haar wavelet transformations for stability.

This paper aim at modelling of an ASMS and the application of the regularization method
in the problem of finding similar space images in the archives of the simulated ASMS by means of
discrete orthogonal transformations, in particular, wavelet transformations of Haar. We use the
Tikhonov regularization method, elements of mathematical analysis, the theory of discrete orthogonal
transformations, and methods for decoding cosmic images.

The result of the experiment, which confirms the Tikhonov regularization method for Haar
wavelet transforms, based on the example of processing archive satellite images that are located in a
data warehouse, is presented.

Introduction

In relation to the emergence of a variety of information technologies with
their numerous capabilities, wide-range monitoring has been provided for a variety
of phenomena and, accordingly, objects [1-9]. It is, first of all, the satellite systems
of Earth observation and large flows of information entering the scientific
laboratories. This led to the creation of new approaches and methods of organizing
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the work with information on remote sensing of the Earth (RSE), as well as the
technologies for remote monitoring systems construction.

The major factors in the field of remote sensing that affect the development
of monitoring systems are:

o Growth of the number of spacecraft, resulting in increased frequency and
volume of information that can be utilized by the systems. It is now possible to
organize monitoring of rapidly occurring processes.

o A large number of satellite systems are now equipped with modern technology
that allows the research of quantitative information calibration of the
phenomena and objects on Earth.

e The information is quite accessible, and this leads to its extensive use.

e The availability of remote sensing information has identified the need to
increase the level of automation of satellite information processing and work
with extremely large data archives.

o Data processing systems need to be optimized, forming basic information
products and performing standard primary processing. The implementation of
these procedures requires considerable computing resources.

o Effective work with extremely large archives and, accordingly, computing
resources leads to the creation of new technological capabilities.

e To perform all the listed tasks, one must use various distributed computing
resources.

In this paper, studies are carried out in the field of waste disposal facilities
(WDFs), which will be considered while creating a specific remote monitoring
system.

WDFs are a source of risk, associated with air and soil pollution, and pose
a real threat to the population and the environment [10-12].

"The big business gurus bequeathed to their descendants: the most
profitable investment is an investment in a person's natural needs. Among other
things, a person in the process of his life leaves behind mountains of debris. Only
the population of our country annually "produces” 35-40 million tons of solid
domestic waste™?.

It is almost impossible to control these objects, scattered on a giant
territory, by means of traditional land-based methods, and the annual use of aerial
observations becomes more and more expensive and can be carried out only in
limited local areas. Under these conditions, there is no alternative to space

http://www.rbc.ru/economics/23/08/2012/5703fbc99a7947ac81a6b045
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monitoring as the most expeditious and cheap method for detecting and controlling
the development of unauthorized places for the WDFs.

The current article initiates a project on the creation of an automated space
monitoring system for the presence of WDFs in the territory of the Russian
Federation designed to provide an operative survey of the study area, the detection
and mapping of real and potential centres of unauthorized landfills, the forecast of
their development, a preliminary assessment of the scale of disasters and possible
consequences. It should be emphasized that such systems belong to the class of
open systems. They cannot be built in a complete form, they are in constant
development.

The initial project envisages the creation of a starter complex (core) of the
system, including the space and ground segments. An effective monitoring system
should comprise a space segment: spacecraft on circular solar synchronous orbits
equipped with active and passive sounding instruments of different spatial
resolution in the widest possible range of the electromagnetic spectrum. First of all,
it is advisable to use such public space systems such as NOAA (resolution 1100 m)
and EOS AM TERRA (resolution 250 m) for regular survey of state territory. Of
the high-resolution systems, the meteorological data "Meteor-3M™ (37 m
resolution) and Indian satellites IRS 1C/1D (PAN resolution 5.6 m) are the most
accessible. It is these spacecraft that form the backbone of the space segment of the
system.

Since the research area is often restricted by a strong cloud cover, which
prevents regular space surveys in the microwave range, it is necessary to use active
sounding data, in particular, the Canadian satellite RadarSat-1, and Sentinel-1
(Copernicus). This satellite is equipped with radar, which allows obtaining high-
quality images of the Earth's surface, regardless of the presence of cloud cover and
time of day with a resolution of 8 to 100 m. In combination with space imagery in
the visible and thermal ranges, this information is extremely useful for detecting
and monitoring the development of unauthorized waste disposal facilities [9]. The
basis of the ground segment infrastructure of the ASMs WDF is the remote sensing
data acquisition system (RSAS). The most reasonable solution is to create
duplicate universal receiving stations and a distributed network for processing
space images. Creation of integrated automated WDF monitoring systems that
unite informational modelling and control systems, software complexes and
technical means of data collection and transmission on the basis of local computer
networks into a single structure, and the development of perspective models and
algorithms for forecasting foci, unauthorized WDF is an actual problem.

The functioning of space monitoring of waste disposal facilities (WDFs)
can be represented using the following scheme (Fig. 1).
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Space monitoring of waste
disposal facilities

Fig. 1. Block diagram of WDF space monitoring

In Fig. 1 the blocks are:

1. Database of existing polygons of WDF, which are listed in the state
register of solid domestic waste (SDW)? for the current time;

2. A subsystem for detecting unauthorized WDF?2 at the current time;

3. A subsystem for monitoring the rules for the design, operation and
reclamation (DOR) of existing solid waste landfills [1, 2, 10];

4. A subsystem for estimating the parameters of the WDF and their
environmental impact [2, 11, 12];

5. Subsystem of satellite monitoring.

The WDF space monitoring system functions as follows. In block I1, space
images are processed by means of automation of cosmic image processing in
conjunction with detection of WDF*. Comparing the detection area of the WDF
with the data of the database of solid waste landfills in block I, unauthorized WDFs
are detected, and fixed in block Il. In block 1V, the WDF parameters are evaluated
for both the WDF presented in Block | and the unauthorized WDFs presented in
Block Il. Using the data from Block V obtained through satellite monitoring
methods, the data of Block | and IV is collected in Block Ill. There, the incoming
information is further analysed, and violations of operating rules are identified for
existing landfills and the development of appropriate environmental measures.

The proposed monitoring system for landfills and WDFs (Fig. 1),
developed on the principle of extraterritoriality, allows the control the garbage
storage sites to be taken to a new information level.

2http://www.airsoft-bit.ru/stati-po-ekologii/394-groro

3http:// www.ecobiocentre.ru/naturalist/google-svalka.doc
*https://cyberleninka.ru/article/n/metodika-avtomaticheskogo-detektirovaniya-komponent-obektov-
zahoroneniya-othodov-po-kosmicheskim-izobrazheniyam
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In addition to the above described system, it is possible to consider the
creation of a system for supporting long-term data archives® along with and its
information input. These systems are actively created in recent years to address
both fundamental and applied problems. The main task of such systems is to
collect and organize long-term data storage and to conveniently represent this data
(import this data) into the information systems of various research projects.

We will consider the use of ready-made software for storage, output and
input of monitoring data as an alternative to creating software for such systems.
The most important thing of the inner workings of such systems is the electronic
Earth’s map of the site on Earth being under research. The electronic map has a
primary interface, it identifies the objects that are of interest to us, in this case,
these are solid waste objects, authorized and unauthorized, and sampling points,
through which soil survey is carried out, etc. The operation of the system will look
like this: some kind of GIS-system with open source. Then the map and data are
loaded into it.

The drawback of this approach is that GIS systems are either not adapted to
Russian or this is done poorly. This disadvantage introduces some discomfort in
the process of work, so it is advisable for one to conduct their own development of
ASMS SWF. When creating such an information system, you must have the
following components at hand: database management systems, a web server, a
programming language development environment and, of course, a web browser.

The question of obtaining an electronic map can be solved in two ways.
The first one is to use Yandex Maps or Google Maps services. You can optionally
download the map fragment of interest in a raster format and convert it to a vector
format, so you can create an interactive map, for example, using the Inkscape
application. This method has certain specificity — in spite of a fairly simple
manufacturing method, such a map does not provide information on the
composition of the soil of the investigated section of the earth.

The second method is the use of specialized maps on paper. Complete
information is provided, including soil data, etc. One could scan such maps and
convert them to vector format. However, this approach seems rather cumbersome
due to the fact that paper maps are not always in good condition and special
computer programs for their improvement have to be applied.

Thus, summarizing the above reasoning, we may conclude that for storing
and processing of the earth monitoring data, it is possible to adapt applications to
the tasks, leading to a significant reduction in time.

Shttp://www.ntsomz.ru/ks_dzz/nkpoi/catalog_service
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The next block on the information stream is the block for image
processing, i.e. space images® 7. With the widespread implementation of digital
communication systems, the urgency of recovery problems solving, reduction of
additive noise and reconstruction of multidimensional signals, obtained with photo
and video cameras and transmitted through communication channels, is
increasing®. In practice, the images are often distorted by noise, which happens
during the formation and transmission of signals through the communication
channel. When digital images are obtained, the noise source can be a CCD
detector-spectrometer, as well as fluctuation processes in photo sensors®. The
results of image restoration are widely used in automatic signal processing
systems, in digital photo and video recording systems and machine vision. The use
of multimedia and television digital systems increases the urgency of solving the
image reconstruction problems in the reconstruction of static and dynamic two-
dimensional signals. Reconstruction of images is an important area of application
of modern digital information processing systems in obtaining a reliable estimate
for visual and especially for automatic analysis. In most cases, when solving the
reconstruction task, it is required to estimate the missing pixel values of images
and video sequences, and also to select the most "similar" section from a large
number of already existing ones. The solution of this task involves retouching and
restoring of the missing fragments of images when removing scratches, defects,
unnecessary inscriptions, etc.

Currently, the technical implementation of digital systems is intensively
developing, their speed and energy efficiency are increasing. In this case, methods
and algorithms for signal and image processing are used.

Formulation of the problem

As a practical example of the above discussion, let us consider the
following problem, which has an applied character: the search and storage of space
images in archives. In describing the digital images below, we will mean space
images (SIs).

The task is to create a similarity search system (SSS) and to search for
"similarity” in the archives of images storing WDFs based on Haar wavelet
transforms and investigating this problem for stability [21-23].

Shttp://window.edu.ru/resource/028/76028/files/PosobieERS.pdf
"http://files.lib.sfu-kras.ru/ebibl/umkd/54/u_course.pdf
8http://www.dissercat.com/content/korrektsiya-tsifrovykh-kosmicheskikh-izobrazhenii-na-osnove-
verifitsiruyushchego-modelirovan
%http://www.dissercat.com/content/rekonstruktsiya-smazannykh-i-zashumlennykh-izobrazhenii-
metodami-regulyarizatsii-i-usecheniy
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Basic concepts

An important step in constructing a mathematical model of the concept of
"similarity" for storing space images is the measurement of the appearance of the
image boundaries using the Haar J-step discrete wavelet transformation (DWT)
[13-15].

As it is well known, one of the problems in image processing is to find a
way to efficiently represent an image or Sl in a compact form. In modern practice
of spectral analysis, recently acquired signals of a special kind, namely, wavelets
have become quite popular. Since we are studying the Sls, we are primarily
interested in two-dimensional discrete wavelet transforms. For being ascertained
[16], the two-dimensional wavelet transforms are based on one-dimensional
wavelet transforms that do not depend on the number of rows and columns of the
image. By virtue of this rule, we consider, basically, the horizontal and vertical
directions of the wavelets. Specifically, Haar's wavelets [17, 18].

1. These are piecewise constant functions defined on intervals having
different scales and, furthermore, they take two values {-1; +1}.

2. The Haar's maternal wavelet, which has a unit scale and zero offset, is a
function that takes the value +1 on the interval [0; 1/2) and —1 on the interval
[1/2; 1).

The Haar transformation (HT) is one of the simplest basic wavelet
transforms [19]. Let f = f,,..., f, —the one-dimensional discrete signal. The HT

divides the signal into two components, the average and the difference. Suppose
we have a sub-signal a' = (a, ,a,,...,a,,,) consisting of mean values. It is defined

as follows:

(1) @, =t o —qp Nj2
N

The detail signal d* = (d,,d,,...,d,,,) at the same level is determined

@) d,=fm2Fr 12  N/2

n \-'E
By means of these values, two new signals are formed:
@ a={aj,nez;d={d} nez.

The first of these signals represents a coarsened copy of the original, and
the second is informative or detailed for the original signal.

4) fonoi=a,+d,, fop=a,—d, nez
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A similar partition can be performed with respect to the vector a. Let's
consider an example with numbers. Let

01 2
G) 1=

N O b~
gl P N W

5 6
9 0
3 4

Let us apply HT to the given matrix, using the principle of division by
rows, thus we obtain the following matrix:

15 ¢ -1 -1

6) 1 |9 13 i -1 -1
NI A R R

5 9 ¢ -1 -1

We apply HT to the given matrix, using the principle of column separation
of the obtained matrix. We obtain the following:

10 18 : -2 -2
7 1 |22 10 @ -2 -2

2 |-8-8: 0 0
2 -8: 0 0

Or in general form we get the following matrix:

. A+ H
V : D
10 18 -2 -2 -8 -8 0 0
® 4= (22 10)’H B (—2 —2)’V B (12 —8)’D a (0 0)
Here

A —area, including information about the global properties of the analysed SI;
H — horizontal area, including information on the horizontal components of the
analysed SI;
V — vertical area, including information on the vertical components of the analysed
Sl;
D — diagonal component, including information on the diagonal components of the
analysed SI.

When decomposing the image [20-24], the one-dimensional fast Haar
transformation (FHT) is applied first to the rows, and then to the columns of pixel
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values of the input of the displayed matrix. As a result, we have a two-dimensional
wavelet transform. As a result, the Sl is divided into four equal parts LL, HL, LH,
HH:

LL | HL
LH | HH

Fig. 2. Single application of a two-dimensional wavelet transform to a SI

LL — low-frequency wavelet coefficients (minor quadrant — reduced copy
of the original image); HH — high-frequency wavelet coefficients. N-fold two-
dimensional wavelet transform implies the application of N times the two-
dimensional wavelet transform to the lower quarter of the matrix — LL.

LL3 | HL 3

HL 2

LH3 | HH3

HL 1
LH2 HH 2

LH1 HH 1

Fig. 3. Three-fold application of a two-dimensional wavelet transforms

Fig. 4. The image of the landfill
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The inverse two-dimensional wavelet transform restores the lowest
quadrant recursively. We take for the initial function of the space image, the image
of the landfill (Fig. 4).

Consider a seven-step fibreboard using dbl (Haar). According to the
structure, the database in which information on the waste disposal site (WDS) is
stored [9] is presented as:

1. Common (hame, type, location, comments, notes, etc.);

2. Geographical parameters (coordinates in different geographical
projections, adjacent and including administrative-territorial units (AU),
etc.);

3. Geometric (area, perimeter, litter concentration, accuracy of estimation,
etc.) and other parameters.

Photographs and images, links to Internet resources, the degree of danger, the
time of occurrence of t1 and the disappearance of t2 (their detection in images),
notes are also included.

Unauthorized data
detection unit
\i
Block for forming Database of
data models | unauthorized WDF
\
Options | | Imaging unit | Classifier of
i unauthorized WDF
\
Visualization of _| Archive
data

Fig. 5. Block diagram of obtaining a classifier and database of unauthorized WDS

Model of the WDS classifier is represented by the classification code as
X.Y, where X — classification code OKATO and Y = ZZZZ — WDS sequence
number composed of limiting the hierarchy AU X (unsaturated objects such as
Balashihinsky district of Moscow region have Y = 0000). For a complete
identification WDS injected additional code, identifying the WDS geographical
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location on the Earth surface in AB format, where A — latitude, B — longitude in
HHHMMSS.SSSS format (HHH — degrees, MM — minutes, SS.SSSSS — seconds;
4 characters S set the maximum geographical accuracy of detection). The classifier
stores the current WDS, i.e. those that exist at the current time t (t").

Each sequential WDS entered in the data model is assigned the sequence
number N, which connects the database, the classifier and the WDS archive.
Historically, WDSs that have disappeared by the time t, <t are transferred from the
classifier to the archive, with each new WDS assigned the next sequence number.
The database stores information about all WDSs (current and historical). So, the
principle of the Sls storing has been described above. The work in the database,
storing the Sls, is carried out according to the following principle. Each Sl is
described in a text document containing administrative data (date, time of taking a
picture, etc.). Also included are terms and phrases for key search. The documents
found are linked directly to the snapshot, which can then be viewed. This is a
normal, standard way of constructing a DBMS. However, to store the Sls this
method does not provide a complete adequate description. Oral description of the
SI, which must be found in the database, may not meet the expectations of the user.
The archive, formed on this principle, does not allow the search for "likeness" of an
image.

NGNs are systems that allow mechanisms to search for such images. They
are relevant in connection with the active use of modern multimedia technologies.
Hence, the purpose of the research is the development of the NGN project — the
system for storing the Sl, a description, and in particular, the WDS.

Thus, the database management system of the Sl operates according to the
following algorithm (Fig. 5):

e A space image is entered,;
A text document contains administrative information about the next digital
image, i.e. date and time of image reception, then terms and phrases that
characterize its content are entered, certain keywords are also input [9];

o Input the structure vector of the image.

Let h, v, d be the horizontal, vertical, and diagonal components of the wavelet-
Haar transformation of the original image or SI.

Definition 1:
The structural vector of the image f is:

f_ 2 2 2 2 2 2
(10) X' = ( OC1h101y1 01g » Q4300 O3 103y Ogq 5 )’

81



2
. oy, i .
where of oy, oy, are the variances [13], 5 = 021 (j=1,..,3) is the
1h
measure of anisotropy. If greater than 1, the structure is oriented vertically; if less
than 1, the structure is oriented horizontally.
Definition 2:
Let two pictures f, , f,be given. Images f, , f, are similar, if for,

ve>0 p (f,,f,)<e Where

(11) p(fl,fz):Hx’l—xfz

Algorithm of similarity of two images

Into the DBMS array of space images f, i =1, ..., both administrative data

and structural vectors tied to the image are input. Let g be the desired image and
search for similar ones in the database are required. The query of the database is
carried out according to the following principle:

e Calculation of the structural vector x° ;
e Sorting images f of the database on the principle:

| xo = x| <] xo - x" s”xg—xf3

. As a result, a
"response directory" is formed;

e The recipient image directory f, , f,, f is given to the user.

3y e

To improve the qualitative set of the "response catalogue" it is necessary to use
the procedure of "relevant feedback™ in accordance with the following algorithm:

o Step 1. Let the user identify the first images of the recipient catalogue as
relevant (suitable) or irrelevant (unsuitable). Denote by — most not suitable.
Denote by — a set of suitable images;

e Step 2. A new search for similar images starts, for this purpose we
introduce a new structural vector

Xg Xfmls Xfi
Xnew - 2 4 A
I I
4]
where ”Xg” — 3 ( X9 )2 ;

i=1
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e Step 3. The response directory is generated, viewed visually. If the result
suits the user — Stop, otherwise go to Step 1.

Investigation of the problem of searching similar satellite images on
Tikhonov stability

According to [14], we distinguish correctly defined and incorrectly defined
problems. We give the notion of well-defined for the problem introduced by J.
Hadamard. The solution of any quantitative problem usually consists in finding a
“solution” z from the given "initial data" u, z = R(u). We shall regard them as
elements of the metric spaces F and U with the distances between the
elements p, (u,,u,), o (2,2,); u,u,eU; z,z, eF. The metric is
determined by the statement of the problem. So, let the concept of "solution" be
defined as and to each element there corresponds a unique solution from the
space F.

Definition 3:

The problem of determining a solution z= R(u) from the space F with
respect to the initial data u € U is said to be stable on the spaces (F, U) if for
Ve >0 35(e)>0, fromtheinequality p,(u,, u,)<S(e) follows that

pe(2,,2,)< ,where z, = R(u,), z, = R(u,); u,u, eU; 2,2, eF.

Definition 4:
The problem of determining a solution z from a space F with respect to
"initial data" u from a space U is called a metric space (F, U) correctly posed on a
pair if the following conditions are satisfied:
1. For any there exists a solution z from the space F;
2. The solution is uniquely determined,;
3. The problem is stable on the spaces (F, U).

Tasks that do not meet the listed requirements are called incorrectly
delivered.

General algorithm of similarity of two images with regularizing matrix

We give a mathematical formulation of the problem of finding similar
images based on Haar wavelets using the regularization matrix. A two-dimensional
wavelet transform is a one-dimensional, one-dimensional wavelet transform of
rows and columns of this matrix. Firstly, one-dimensional wavelet transforms of
each line are performed, after which the converted string is written to its original
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position. Elements are numbered. Next, wavelet transforms are applied to all
columns. The image decomposition is shown in Fig. 2.

In general form, the similarity algorithm for two Sls has the following
form: Let X(i,j) i ,j = 1,K,N be the original image or SI. The process of forming

a distorted image can be represented as the output of some linear system.
The mathematical model of the process of forming a noisy image has the
form:

X(i,j) = H auCHA [ Sy B S B x(, J)

a(i.J)

Fig. 6. Model of distorted image formation

The distortion process is modelled as a function of H, which together with
additive noise 5(i, j) acts on the original image of X (i, j) and generates a noisy

image X, (i, j)
g Xo(.0)=HIXA )]+ &G ).

The restoration of the image comprises the construction of the
approximation X(i, j) of the original image X(i,j). The higher the approximation
accuracy of the image X (i, j) by the function )~<(i, J) , the more is known about the

operator H and noise ¢ (i, j) [13, 14]. A mathematical model for reconstructing a

distorted image is an ill-posed task.
To conduct the experiment, consider a simplified version of the
mathematical model:

13)  X,(i, j)=XG )+, j)

The problem of noise suppression consists of obtaining an estimate from
the total observed signal, as close as possible to X (i, j). We use the method of
wavelet transforms with truncation of high-frequency parts of the spectrum using
the Tikhonov regularization method.
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Description of the algorithm

We will carry out the experiment in the following way. Let's give a
mathematical statement of the problem of removing non-informative pixels of the
Sl with regularization [13]. Let:

e X(i,j) i,j =1,...,N be the initial image with data dimensions , considered
as the result of some random process with certain properties;

o F —discrete orthogonal transformation (Walsh, Fourier, wavelet-Haar, etc.),

e F!—the inverse transformation;

e S —a matrix of dimension choice mxN of rank m, 1<mxN,

e R, —aregularizing matrix in the task of processing the original image X (i, j)
defined as follows:

[p(1,a)
»(2,a)
(14)

o(N,a) |

where: ¢(n, ) are regularizing factors; , -1, n; a is a regularizing parameter.

The problem consists in choosing, for given Fo, So, a regularizing matrix R,
such that the following condition holds (where p is a given metric):

(15) )Z(i,j)z I:o_l SJ So Fox(i’j)

Comment: For a fixed transformation Fo, arbitrary matrix S, R, = I, this
problem, known as the band coding problem by means of the transformation F,
was studied in [6].

We present a general algorithm for compressing two-dimensional signals
with a regularizing matrix R:

e Step 1: the image of X (i, j) is transformed to F: v(i,j)=F X(i, j), let

5(i, j) be white noise;

e Step 2: the matrix 6 of the component approximations v, (i, j) is replaced
by the selection operator S by a smaller vector v (i j) that is to be

transmitted over the communication channel, storage, etc. (the value
k= N/N, is called the compression ratio).

85



e Step 3: an "extrapolation™ is carried out using the matrix S™ i.e. on the
receiving side, the resulting matrix is complemented to the dimension N
(for example, all components except those selected are assumed to be 0).

e Step 4: the resulting matrix undergoes an inverse F* transformation;

e Step 5: Multiplication by a matrix of regularizing factors R is carried out.

As a result of these steps, the original vector is restored with errors:
(16) el=p, (X(i, i) F'STSF X,(i,j), &2=pc(X(i,j) R,F'STSF X,(i, j))

The problem consists in choosing « and therefore ¢(n,«) so that for the
given k the following condition is satisfied: 2 <<&l. The choice of « and ¢(n,a)
for the corresponding orthogonal transformations depends on the input data and the
transformation structure. The form of the matrix R, is defined for the continuous
case and is used in a discrete interpretation of the image compression problem with
regularization. Table 1 gives a specific form of the matrix R, for various
transformations.

Table 1. Specific form of the matrix R,, for various transformations

Fourier 1 k=1oo [6]
k) =—75— ’
Walsh (e k) = 1 k=1o; p>1/2 [61
1+k’a
Wavelet Haar ek = = 1,_oo; A>1/2 [6]
T 1+ (ak)*

The table does not indicate the exact values of a. The question arises of
determining the values of ¢, for which the conclusions of the experiment are valid.
The specific value of the regularizing parameter « is determined experimentally
and is given in Table 2. Here, 1 is the lower bound; ¢ is the upper limit of the
change .

Table 2. Experimental specific values of the regularizing parameter «

COS WAVELET-HAAR WALSH FOURIER
0.5 0.99 0.5 0.99
0.00005 | 0.000001 0.000001 0.000001
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A chart is shown on Fig. 7 where the arrangement of compression errors
with regularization &2 and without regularization £1 for the average experimental
parameters is presented.

€l, €2
4

-

10 k

N
IN
o
(o]

Fig. 7. Compression errors with regularization and without regularization
for averaged experimental parameters

Conclusion

The project to create an automated space monitoring system for the
presence of a WDS on the territory of the Russian Federation, designed to provide
an operative survey of the studied area, the detection and mapping of real and
potential foci of unauthorized dumps, the forecast of their development, a
preliminary assessment of the scale of disasters and possible consequences is of
great urgency. The current article explores the project model. The use of the data
warehouse in the task of space monitoring of the WDS enables not only improving
of the performance of environmental authorities, but also to enhance the
monitoring effectiveness of the WDS (space, aerological and terrestrial).
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MN3CIEABAHE HA CTABUJIHOCTTA HA AJITOPUTHBM 3A IIOJAOBHUE,
HN3I10JI3BAH BBbPXY CUCTEMA 3A CbXPAHEHHUE
HA CHbTHUKOBH CHUMKHW YPE3 XAAP YEUBJIETH,
CIIOPE/ TUXOHOB

M. Kazapan, M. lllaxpamanan, C. 3adynos

Pesrome

JMCTaHIMOHHUTE M3CIeNBaHUs Ha 3eMsATa IO03BOJIABAT IMOJY4YaBaHETO Ha
nHpOpPMaLUs ChC CpPeIHA 10 BUCOKA MPOCTPAHCTBEHA pa3AeiMTENHA CIIOCOOHOCT
OT KOCMHUYECKH JICTATSIIHU arapaTh, ¢ XUIEPCIEKTPAIHU UHCTPYMEHTH Ha Oop/a.

B HacTosimarta cratus € pa3paOOTeH MOjeN Ha aBTOMAaTH3HMpaHa CHUCTEMa
3a OTKpHBaHE Ha cMeTHIa 4pe3 KocMmuuecku HaOmoaenusi (ACOC). Emun ot
KOMIIOHEHTUTE Ha MoJefla € MOAYJIBT 32 ChXpaHEHHE Ha KOCMHYECKH CHUMKH,
KOHTO MO3BOJISIBA HE CaMmoO Ja ce MoNoO0pH €PEeKTHBHOCTTa Ha HMHCTUTYLUUTE,
3aHHUMAaBAalIM CE C ONa3BaHe HA OKOJIHATA Cpela, HO U CHIIO TakKa Ja Ce YBEeIUYU
MMPOU3BOJUTCIIHOCTTA HAa MOHHMTOPUHIAa Ha CMETHUIIA, 6a3HpaH Ha KOCMHYCCKH
W3CIIeIBaHNs, BB3AYIIHU HaOmoAeHus u HabmromeHus ot 3emsra. OcBeH ToBa ce
n3cienBa npobJeMbT 3a ThPCEHE Ha MOAOOMS B apXWMBU C KOCMHUYECKH CHUMKHU
4ype3 N3M0I3BaHe Ha Xaap yehBIeT TpaHc(hopMarysaTa 3a CTaOMITHOCT.

Tyx ce n3n0a3Ba peryasapu3aluOHHUAT METOJ Ha THXOHOB, €JIEMEHTH Ha
MaTeMaTHUYECKHsI aHAJIN3, TEOPUsl Ha JAUCKPETHUTE OPTOTOHAIHM TPaHCPOPMALH
1 METOJI 3a JEKOANPaHe Ha KOCMUYECKH CHUMKH.

Hayyna HoBocT B pa3paboTkaTa € MpPe[IOKEHHUAT MOJeNl Ha aBTOMa-
THU3UpaHa CHCTEMa 33 KOCMHYECKHM MOHUTOPHHT, NpelHa3HaYeHa 3a OTKpUBAaHE Ha
cMmeruina. 3agavyara 3a oOpaboTKa Ha apXMBUPAHW KOCMHYECKH CHUMKH, H IIO-
KOHKPETHO TBHPCEHETO Ha MOJO0HS B apXHMBHUTE OT KOCMHYECKH CHUMKH, € H3-
Clle/IBaHa OT TJIeJIHA TOYKA Ha HEKOPEKTHO JIeMHUpaHa 3a/1a4a.
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Abstract

“Quaternion-based Autopilot for Dodecacopters - Part |” was published in Aerospace
Research in Bulgaria journal, book 28/2016. The theoretical model at that time, evolved into a
prototype autopilot system during the last two years. This small as per its dimensions, but large
according to its capabilities, autopilot is now presented herein.

The autopilot is given the nomenclature identification “Z-Pilot Nano” and is currently at
version 1.0 of its development. The device is scrutinized from the point of view of its major application
platform — micro-drones weighing not more than 250 g. Furthermore, Z-Pilot Nano has been installed
in Bulgarian Knight UAV and elaboration on this implementation is disclosed in the current article.

The autopilot is also applicable to other aircraft, as well as land and sea unmanned vehicles,
due to its versatility and high performance parameters.

Introduction

The development of an autopilot for dodecacopters based on quaternion
mathematical model began three years ago. The author published the Part | of this
article series back in 2016 in Aerospace Research in Bulgaria journal, book 28.
Further, the work continued and two years later resulted in the creation of a 12-rotor
helicopter autopilot with miniature dimensions and weight. There were two
motivations for creating the prototype such small in size and also versatile in
capabilities:

1. The modern trend of using very small UAVs for various purposes [1-4].
2. The application of the autopilot to both dodecacopters and larger, by the
number of rotors, drones.
The proposed autopilot is also suitable for land and sea unmanned vehicles. The
autopilot prototype was named “Z-Pilot Nano” and has been mounted on a micro-
dodecacopter model Bulgarian Knight (see Fig. 1).

The recently raised interest in micro unmanned aerial vehicles (micro-
UAVS) is by no means random. Micro-drones are hard to detect and track by any
means of physics or any technical instruments [5]. The manifested benefits of micro-
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drones are the driving force behind their extraordinary popularity during the last few
years. There doesn’t exist a single specific threshold of the total weight that, being
below, a drone will be considered a micro-drone. Different scales of measure have
been elaborated, but law changes, from not long ago, in some countries have
established the 250 g total weight upper limit as the most often recognized criterion
for classification of micro-drones. A similar upper limit of 25 g would generally
classify a drone as a nano-drone.

Fig. 1. Autopilot Z-Pilot Nano on board of Bulgarian Knight dodecacopter micro-drone.
The aircraft total weight is 121 g and has dimensions: 280 x 185 x 40 mm.

Z-Pilot Nano prototype design

In Fig. 2, a block diagram of the Z-Pilot Nano design is presented. The heart
of the system is a modern microcontroller with DSP capabilities from semiconductor
division of Philips — NXP. Such devices are called Digital Signal Controllers
(DSCs). The chip has a processor with ARM 32-bit architecture — Cortex-M4. The
core of the processor is ARMv7-M. The processor is working at 120 MHz clock
speed. Cortex-M4 architecture offers 3-stage pipeline with branch prediction and
internal data and code cache memory. The RAM of the chip is 128 kiB (kibibyte)
and the flash memory is 1 MiB (mebibyte). The chip is supplied with a single
precision IEEE 754 compliant math coprocessor that executes most 32-bit floating
point operations with 1 clock cycle latency.
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The DSP capabilities offered by the device are:

Single cycle 16/32-bit MAC (multiply-accumulate operation).
Single cycle dual 16-bit MAC (multiply-accumulate operation).
8/16-bit SIMD arithmetic.

Hardware Divide (2-12 Cycles).

Motor controller Digital compass Motor controller
channel 1 3-axis channel 4

¥

Gyroscope Digital Signal I Barometer
3-axis Controller |
Motor controller Accelerometer Motor controller
channel 2 3-axis channel 3

Fig. 2. Z-Pilot Nano principal block diagram

The employed digital signal controller offers a number of timers, analogue to digital
converters, digital to analogue converters, communication interfaces and other
peripherals. The chosen DSC variant occupies an SMD 100-pin LQFP package with
dimensions of 14x14 mm (see Fig. 3). Device supply voltage range is from 1.71 to
3.6 V and its temperature range (ambient) is from —40 to +105 °C.

Fig. 3. NXP Digital Signal Controller implemented as the main IC in Z-Pilot Nano.
The used variant is installed into an SMD LQFP 100-pin package
with dimensions 14x14 mm.

The digital signal controller is communicating over 1C interface with a
number of devices on the PCB of the autopilot as denoted on Fig. 2 with two-way

93



arrows. Further, the DSC is managing four motor controllers through one-way
signals.

The inertial and altimeter sensors of the autopilot are of the MEMS type
(microelectromechanical systems). The utilization of MEMS sensors into UAV
autopilots has peaked lately [6-8].

Altimeter measurements are performed by means of a digital barometer IC
— MPL3115A2 (Fig. 4 — left). This device employs a MEMS pressure sensor with
range of 20 to 110 kPa. The pressure range translates to altitude range from —-500 m
to +12000 m from sea level. As already stated, the digital communication interface
is 1C. This device also implements an accurate thermometer. The sensor output
accuracy is 20-bit for pressure/altimeter information and 12-bit for temperature data.
The altimeter accuracy guarantees maximum altitude resolutions of 10 cm.
Analogue signals are internally digitized by means of 24-bit high-resolution ADCs.
There is an on-chip processing of the acquired data, which eliminates the need for
compensation calculations from the DSC (host controller). MPL3115A2 offers a
variety of operating modes that include engaging an interrupt signal, setting up a
polling only mode, autonomous data acquisition, etc. The device is extremely low-
powered and consumes only 40 pA per measurement per second. Supply voltage
range is from 1.95 to 3.6 V. The package is SMD LGA type and has dimensions of
5.0x3.0x1.1 mm. Temperature range of operation is from —40 to +85 °C.

Fig. 4. ICs engaged in Z-Pilot Nano as sensors. From left to right: Digital barometer
MPL3115A2; Digital IMU — LSM9DS1 top view; LSM9DS1 bottom view.

The other three sensor devices are packaged in one IC — LSM9DSL1. This
integrated circuit hosts a digital 3-axis gyroscope, a digital 3-axis accelerometer, a
digital 3-axis magnetometer (digital compass), and a digital thermometer. All four
devices communicate with the DSC through I12C interface. The chip is powered by
1.9 to 3.6V supply voltage and consumes not more than 4.6 mA of current.
Operating temperature range is from —40 to +85 °C.

The gyroscope has angular rate range of +245/+500/+2000 degrees per
second. Its maximum output data rate (ODR) is 952 Hz and its accuracy is 16 bits.
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The digital accelerometer acceleration range is +2/+4/+8/+16 g and its maximum
output data rate (ODR) is 952 Hz, again at 16-bit accuracy. The digital compass’s
range is +4/+8/+12/+16 gauss, which equals +0.4/+0.8/+1.2/+1.6 mT. Maximum
magnetometer ODR is 80 Hz and data accuracy is 16 bits. The digital thermometer
inside the LSM9DS1 device has temperature range from —40 to +85 °C and accuracy
of 12 bits. The temperature sensor ODR is 59.5 Hz.

There are four motor controllers on board of the Z-Pilot Nano autopilot.
Each motor controller is capable of delivering 3 A output current and thus manage
4 micro-motors of the 7x20 mm type or 3 micro-motors of the 8.5x20 mm type. A
dual MOSFET transistor IC has been employed in the motor controllers — the
si4564dy from Vishay, see Fig. 5. The IC contains one N-channel and one P-channel
MOSFET transistor with on-state resistance of not more than 20 mQ. Total
switching capacitance of one motor controller’s MOSFET ICs is 3215 pF. The
energy loss for one switch on/switch off cycle is hence:

_C><V2

1) Xx2=3215x10"12%x3.32=35x%x10"7]

Where the voltage transition was calculated at the regulated 3.3 V voltage
supply of the controlling DSC chip.

v

Fig. 5. Dual MOSFET transistor IC si4564dy manufactured by Vishay, employed in motor
controllers. Contains two MOSFETSs — one N-channel and one P-channel transistor.

The switching frequency is 60 kHz. It follows that the switching power
loss is:

(2) P =Ex60000=21mW

For all four motor controllers the switching power loss is equal to 8.4 mW.
At 3.3 V supply voltage this power consumption translates to 2.5 mA current draw
for all four motor controllers.

Table 1 summarizes all devices installed in the autopilot with their supply
voltage range, current consumption, and operating temperature range.
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There are still more devices of minor significance in the autopilot, such as
voltage regulator, current sense circuit, filtering capacitors, etc. The latter are not
elaborated on in this article for their implementation being trivial.

Table 1. Major parameters of the devices employed in Z-Pilot Nano

Device Supply voltage Typical current | Operating

range consumption temperature
range

Digital signal controller 1.71+3.60V 50.10 mA | -40++105°C

Barometric sensor 1.95+3.60V 0.04 mA -40 + 485 °C

Gyroscope 1.90 + 3.60 V 4.00 mA -40 + +85 °C

Accelerometer and digital 1.90 +3.60V 0.60 mA -40 + +85 °C

compass

Motor controllers (four units) 2.60 +16.00V 2.50 mA -40 + +85 °C

Overall voltage range: 2.60+3.60V

Total typical current drain: 57.24 mA

Overall temperature range: -40 + +85 °C

The autopilot is powered by a single cell Li-lon battery and thus all voltage
requirements in Table 1 are fulfilled.

Printed circuit board

The construction of Z-Pilot Nano has been establish around a printed circuit
board with dimensions of 50x25 mm. The board offers general purpose input/output
connections, as well as, general purpose analogue inputs. There is a connection for
external 1°C devices; connections for motor wiring and a 6-pin socket for
programming the digital signal controller (see Fig. 6).

All elements are surface mount. Some devices have leadless packages.
Hence, the soldering process of the prototype requires special laboratory equipment
for precise device positioning and heating.

The first prototype of the autopilot has been built on 1 mm thick printed
circuit board. This thickness proved to be overdone and resulted in 5 g overall
autopilot weight. Another prototype is under construction using 0.4 mm thick FR-4
board. The calculations show that the new prototype will weigh around 3 g. The
autopilot, as mentioned earlier, is capable of driving 16 micro-motors of the
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7x20 mm type. Managing a 16-rotor aircraft, the autopilot will have a negligible
weight share of the aircraft weight. When the new prototype is installed in the
Bulgarian Knight micro-drone it will occupy only 2.5 % of the total aircraft weight
— the current prototype takes up the inacceptable 4.1 % of the total drone weight.

Fig. 6. The Z-Pilot Nano printed circuit board. The board dimensions
are 50x25 mm, weight: 3-5 g (see text).

Conclusions

The author is constantly developing the Z-Pilot Nano and enhancing its
characteristics. The roadmap is leading to the installation of the device into micro-
drones of various types [9], most of which are multirotor drones with the number of
rotors greater than or equal to 12. Further, Z-Pilot Nano is envisioned as the major
controlling circuit of land and sea unmanned vehicles and robots, as well as different
standalone devices implemented in measuring diverse parameters of the
environment.
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ABTOIIMJIOT 3A IBAHAJECETOKOIITEPH,
BA3UPAH BbPXY KBATEPHUOHMU —YACT Il

C. 3adynoe

Pesrome

Cratusara “ABTONWIOT 32 JIBaHA/IECETOKOIITEpH, Oa3upaH BBPXY KBaTep-
HroHM —yact |” Gere my0OnukyBaHa B ciucanuero Aerospace Research in Bulgaria,
kHIKKa 28, ronuHa 2016. TeopeTUuHUAT MOJEN, Ch3AaJIEH TOTaBa, Ce pa3BU U
nocturHa npototuriHa (asza. To3m Mambk cHopes CBOMTE pa3MepH, HO TOJSIM B
3aBUCHUMOCT OT CBOUTE B3MOXKHOCTH, aBTOIMJIOT CeTa € MPEeJICTaBeH B HACTOSIIATA
CTaTusl.

ABTONWIOTHT NOJyYH HOMEHKJIAaTypHa uaeHTuukanus “Z-Pilot Nano” u
TeKylIaTa Bepcus Ha pa3paborkara € 1.0. YcTpoicTBOTO € moApoOHO OMHCaHO OT
TJIe/THA TOYKA Ha CBOSITA OCHOBHA TIAaT(GopMa Ha PUIIOKEHHE — MHKPO-JIPOHOBETE,
Texany He moede ot 250 g. Z-Pilot Nano e mHCTanupaH Ha MUKPO-XEIHKONTEpa
,,DBITapCKH pULIap™, KaTo IsulaTa MalMHa uma terio 121 g.

[MnaTkata Ha aBTOMMJIOTA € MOJXOJSIIA KAKTO 3a pa3jinyHU BHJOBE Oe3-
MWIOTHY JICTATEJIHYU arapaTH, Taka U 3a OE3MWIOTHN Ha3eMHH WM BOJHU MaIIWHH,
Mopajy CBOSITa 'bBKABOCT M BUCOKA MPOU3BOJUTEIHOCT.
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Abstract

An analysis of requirements to electric vertical take-off and landing unmanned aerial vehicle
with fixed wings is carried out in this article. These aircraft have to fulfil requirements of users and to
be convenient for operation in any field conditions. Long flight duration and long flight range are
important for most missions. Mathematical models for both cases are presented and it has been found
that the requirements for the wing load are different.

It is recommended to use a type of UAV (Unmanned Aerial Vehicle) that is modular and
allows performing flights with different configurations and payload depending on the mission in order
to fulfil these requirements.

Notation
Cob — coefficient of drag force;

C. — coefficient of lift force;

D — drag force of the aircraft;

Epqt — €nergy of the batteries;

Epq: — specific energy of the batteries;
F — thrust of the propulsions;

g — acceleration of gravity;

K — glade ratio;

K. —glade ratio by maximum endurance;
Kr — glade ratio by maximum distance;
L — lift force of the aircraft;

99


https://doi.org/10.3897/arb.v31.e08

mo — take-off mass;

m, — mass of the payload;

my,,; — mass of the batteries;

Mempiy — eMpty mass of the aircraft;
my,; — specific mass of the batteries;
m,, — specific mass of the payload;
Mgpmpry, — SPecific mass of the empty aircraft;
P — power,

R — distance of the flight;

S —wing area;

t — flight time;

t, — endurance time;

V — air speed of the aircraft;

V. — cruise speed of the aircraft;

W — take-off weight;

p — air density.

1. State of the Arts

The number of UAV has been increasing exponentially because of a large
number of applications where they can be used. Different types of configurations,
propulsors, sources of energy, and payloads have been used.

Different UAV, that perform vertical take-off and landing, have appeared
recently. Most of them are multi-rotary UAV (copters) that are suitable for mission
where stationary hanging or target tracking are required. These UAV possess low
energy efficiency due to their low glade ratio (K = 1) that defines relatively short
endurance. In addition, they cannot be used with strong wind.

Fixed wing UAVs possess better glare ratio and flight duration. However,
they need even runways for take-off and landing and these aircraft are not capable
to perform motionless hovering flight.

In this respect, designers have been working persistently on a combination
of fixed wing aircraft and copter in order to achieve their advantages. In many cases,
these UAV do not possess good weighting perfection because they are powered with
different propulsors for vertical and horizontal flight. This increases their empty
weight.
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Electrical UAVs are favourites in terms of convenience in maintenance.
These aircraft can be prepared for flight quickly and they possess a high level of
airworthiness.

The article discusses the possibility for development of VTOL e-UAV that
is convenient in maintenance. The aircraft will be able to take off and land vertically,
and will be able to perform a motionless hovering flight. In addition, e-UAV will
possess long endurance and long range.

2. Initial Requirements

Marketing analyses shows that customers would like to have UAV that
possess long endurance or long range, vertical take-off and landing, vehicles that are
able to perform motionless hovering flight, aircraft that are capable to localize and
follow targets, or perform scanning of large areas. Payload mass of cameras and
other equipment, all together with the gimbals, is less than 2 (two) kilograms.
Customers require a high level of reliability and simple maintenance and flight
operations.

Customers have different requirements according to flight missions. Long
endurance is required with missions for radio signal retranslation or monitoring of
small areas.

Long range is required with mission for:

Surveying and Mapping;
Precision Agriculture;
Search and Rescue;
Security;

Logistics.

Some customers admit that this means maximum distance between UAV and
GCS with sustainable receiving of video-information and transmission of control
signals. Meanwhile, long range is required for most missions (for example —
scanning).

Customers often look for long endurance UAVSs for missions where scanning
of large areas and remote objects are carried out and UAVSs fly a great distance. With
aircraft that perform horizontal take-off and landing, speeds providing long
endurance and long range are almost equal so that the requirements are fulfilled by
the same aircraft.

3. Requirements

Let us look at separate subsystems of Unmanned Aviation System (UAS)
that fulfils customer requirements completely.
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3.1. The structure

Aerodynamic and weight efficiency is defined by the aircraft configuration.
One of possible configurations is the scheme Joined Wing that provides a great level
of lift [1] and produces a low level of drag. Joined Wing scheme possesses high
weight efficiency due to a high level of frame strength that the wing creates and due
to the absence of landing gear.

The scheme provides the possibility for vertical take-off and landing of UAV
only through a simple rotation of one or several propulsors. In this case, the thrust
always has to pass through the centre of gravity of the aircraft. (Fig. 1).

Fig. 1. UAV “Joined Wing” Configuration

3.2. Propulsors

Propellers, ducted fans, and jet engines are used for thrust (moving power)
creation on UAV. A small number of military UAV are powered by jet engines.
Marketing researches [2] show that a large number of UAV will be used for civilian
applications. These aircraft are powered by air propellers or ducted fans.

Propellers for VTOL UAV possess great dimensions and they are inefficient
during a horizontal flight. Aircraft that are powered by one type of propulsors for
vertical flight and hanging and other type for horizontal flight have been used
recently. However, this scheme makes their usage inefficient in a weighting aspect.

Ducted fans are used more frequently in comparison with air propellers due
to their smaller dimensions at equal thrust. They work effectively during take-off,
landing and at cruise velocity [3] Fig. 2.
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Fig. 2. Ducted Fan Propulsor

In addition, ducted fans are effective during horizontal and vertical flight
and also for control that improve the thrust efficiency of the aircraft.

3.3. Energy sources

Electric batteries are the most suitable source of energy for UAV and 96 %
of UAYV are electrical at the moment. Batteries have been developed very quickly
and the specific energy of the new models has increased recently. NASA forecast [4]
shows that the specific energy is expected to reach 1.200 Wh/kg in 2026 by going
up more than four times. Specific energy is a basic feature of the electric battery
defining flight endurance and range of UAV.

3.4. Electric motors

Electric motors that are made of neodymium alloys such as N50 and N52
possess a great specific power. Some electric motors, produced by SIEMENS, reach
a specific power of 6 kW/kg that provide good thrust efficiency for UAV. In addition,
revolutions of the motor can be controlled quickly and properly.

4. Basic features of e-VTOL UAV

Basic features of e-VTOL UAYV are defined at the following flight modes
(mission elements):

e Take-off;
e Climbing;
o Horizontal flight;
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o Long endurance;
o Long range;

e Hovering flight;

o Descending;

e Landing.

Gimbals with mounted payload at weight of 2 kg are the most commonly
used. We also place requirements e-VTOL UAV in development to possess
maximum endurance or maximum range. These features can be achieved when the
battery weight is maximum.

EASA standards for specific missions carried out by UAV require the take-
off weight of aircraft not to exceed 25 kg. It is a limit value. When the take-off weight
is more than 25 kg, UAV will belong to a certified category of UAV with higher
requirements and expensive procedures of certification. Then:

1 My = My + Mpge + Mempey [kal;

Mp+Mpat+Mempty .
@ 1=" o
mo

3 Mpge = 1 — Mempty — W

The empty weight of UAV depends on many characteristics of the aircraft,
materials and components [5-7]. In order to achieve a maximum value for t, or R,
Mempty Nas to be minimum.

Take-off mode, landing mode, and ascending mode will be short-term. The
main part of the energy will be used for the horizontal flight — to achieve a maximum
endurance t, , or a maximum range R.

Maximum values for t, or R depend on the amount of energy that can be
provided by the batteries:

(4) Epar = Embat [Wh,
where Ej,. [Wh/kg] is the specific energy of the battery.

At the moment, the maximum value of specific energy of E,; =
300 Wh/kg is provided by batteries based on lithium. It is expected that they will be
leaders in the future and their specific energy will reach a value of 1.200 Wh/kg until
2026.

In a horizontal flight of electric planes, following formulas are applicable:

V2
5) L=W,=CSE-N]
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(6)
(7)

(8)

(9)
(10)

(11)
(12)

(13)

and:

(14)

(15)

(16)

17)

(18)

e

P =FV[W]
E = Pt = FVt = FR [Wh].

4.1. Maximum endurance
For maximum endurance mode of flight:

14
Le =W = mog = C,SEE[N]

2
F, = De = CpSZEN]
—Le _We _ CLe

De Fe CDe.

K.

. . . . C3 . .
Maximum endurance mode is achieved when the ratio ~Z c2 s maximum
D

FoV,
Pe=$[VV]

Fe ZmK_Oeg[N]

2 2L 2|2m 22
‘/e = = od = 9Po [m/S]
PCLeS PCLeS PCLe

m
Ej = Pot = F,Vpt = =2 R [Wh)
e
t = E_A _ EgMpat _ EgMpat — EpMpatKe
e=%, ~ N gy, ~— Mg, = [s].
e eVe Ke Ve gVe

A maximum flight time can be achieved at a maximal value of the ratio
%, that is reached at Pogpe- When increasing p,, V. also increases so that the
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ratio quickly decreases. The maximum value will probably be achieved at a low
speed V.

In order to accomplish a maximum flight time (endurance), UAV need to
possess maximum energy E, and respectively weight of the battery m,,;, highly
effective propulsors with thrust F, and UAV with a maximum glade ratio K, at
maximum value of the ratio C3/C3.

4.2. Maximum range
A maximum range is achieved when the glade ratio K is maximum and:

(19) E, = Pyt [Wh]

E E Eam E Mpgem E Mparm.
(20) R:Vt:V A:V RA: A bat: A'tbat 0: Ambat 0:
c c c 0d
PR FRrVc FRr FR e
R

E MpacKr [

5 m].

The maximum range will be as high as the available energy E,m,4; and the
glider ratio by cruise speed K are higher. For one aircraft, the higher the cruise
speed V. is, the shorter the flight time ¢ is, and vice versa. When developing e-VTOL
UAYV, engineers can select a higher value of wing load p, and respectively a smaller
wing area. In this case, a lower value of empty mass and respectively a higher value
of the cruise speed can be achieved. When accepted that my= 25 kg, the battery
weight and therefore the flight range can be increased. The maximum value of p,
can be determined by structure considerations and payload limits.

When developing e-VTOL UAV with a long range, we have to accomplish
the highest glade ratio and select a high value of the wing load p, that is much higher
than at horizontally take-off and landing UAVs. Meanwhile, maximum m,,,,,,,, can
be achieved by using non-standard balancing scheme, for example “Joined wing”
configuration. In most missions of e-VTOLUAYV, a higher cruise speed means a
higher productivity.

Conclusion

The maximum endurance of flight can be achieved at a low value of the
maximum endurance speed V, and respectively at a low value of p,. While
maximum range of flight can be achieved at a high cruise speed V. and respectively
at a high value of p,.

It is difficult to reach an acceptable compromise in the presence of such
contradictory requirements for the wing load for both modes of flight of e-VTOL
UAYV. A good solution can be achieved by using a module configuration and wing
systems with a different wing load.
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EJIEKTPUYECKU BEPTUKAJIHO U3JIMTALL U KALIALLL
BE3IINJIOTEH CAMOJIET 3A T'OJISIMA TPOABJIKUTEJIHOCT
N JAJIEYNHA HA ITOJIETA?

. 3agpupos

Pe3ome

B crarusiTa ce npaBu aHanM3 Ha H3UCKBAHUATA KbM BEPTHUKAITHO M3IHUTAIIH
YW Kalalmy eJIeKTPUYECKH OE3MIJIOTHA CaMOoJIeTH, KOWTO Ja OTroBapAT Ha
N3NUCKBAHUATA HaA HOTpe6I/ITeHI/ITe u ca y2106HI/I 3a CKCIuIoaTramus HpI/I BCSIKAaKBU
TEPEHHU YCJOBHUS. 32 MHOTO OT M3IIBJIHSIBAHUTE MHUCHHM € Ba)XKHO J]a CE OCUTYpHU
rojisiMa MPOABIKUTEIHOCT Ha MOJieTa WM TOJIIMO M3MHUHATO pa3cTosiHue. Pasz-
TJIeNaHd ca MaTeMaTWYeCKd MOJETH 3a JBaTra Ciiydas W € YCTaHOBEHO, dUe
VM3UCKBAHMSTA 3a KPUITHOTO HATOBAPBAHE Ca Pa3IMYHH. 3a Ja Ce M3IIBIHAT TE, CE
Mpernopbya U3MO0JI3BaHETO HA BAPUAHT Ha OE3MIIIOTEH CaMOJIET, KOMTO Jla € MOy JieH
¥ Jia TI03BOJISIBA M3MOJI3BAHETO HA Pa3IMIHU KOH(GUTYpAITUU | TOJIE3HN TOBApH, B
3aBHCUMOCT OT MHUCHsITA, KOATO IIIEC CE U3ITHhJIHABA.
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Abstract

Plasma Wave Complex is a scientific instrumentation for wave parameters measurements in
the ISS environment, and is implemented in the OBSTANOVKA experiment on board of Russian
segment of ISS. The device Spacecraft Potential monitor "DP-1"and "DP-2" (one part of Plasma-
Wave Complex) was developed in IKI BAS and measured the potential of the hull no more than 3 m
from the surface of the ISS at range +200 V; 0 + 500 Hz. There are block and functional diagrams of
the "DP" and the secondary power supply system, designed to supply the measuring probe, analogue

and digital circuit boards. The secondary power supply system for the device "DP-1" and "DP-2" is
discussed here in detail.

1. Introduction

The "Charge-I1SS" Project from the experiment "Obstanovka™ is designed to
study the charging of large-scale spacecraft of the International Station (ISS) in
interaction with the Earth's lonosphere plasma. Devices "DP-1" and "DP-2" (Fig. 2)
are designed for measurements the electric potential of the 1SS with the help of
spherical sensors based on carbon fiber. Plasma-wave processes are components part
of the Space Weather. This approach is based on one of the contemporary ideas in
physics — view on the plasma, including plasma in the outer space as to the dynamic
medium with the charged particles and the wide spectrum of plasma wave motions
and heterogeneities [1]. The "Obstanovka-1" stage will be carried out to provide a
data of electromagnetic fields and of plasma-wave processes occurring in the ISS
near surface zone (NSC) to study the plasma component factors of near-Earth space
(NES) [3]. On the Fig. 1 [2], is given block-diagram of Plasma-Wave Complex
(PWC): Combined wave sensor (CWS); Flux gate magnetometer (DFM); Langmuir
probe (LP); Plasma discharge stimulator (SPP); Correlating Electron Spectrograph
(COREYS); Radio Frequency Analyzer (Scorpion); Signal Analyzer and Sampler
(SAS3); Data Acquisition and Control Unit (DACU); Block of Storage of Telemetry
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Information (BSTM), inside ISS. To study the plasma environment parameters,
including electromagnetic conditions (EMC) in the vicinity of ISS, PWC will
measure fluctuation and gradients of magnetic field, parameters of electrostatic and
electromagnetic fields, density and temperature of thermal plasma, thermal electron
flows in the ISS near zone and also electric potential of the ISS itself [2]. The PWC
is implemented as two measuring blocks with nearly identical sensors. The distance
between them (3-15 m) will enable us to carry out simultaneous point-to point
measurements necessary for the measurements of DC electrical fields and
small-scale gradients in magnetic field.
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Fig. 1. Plasma-Wave Complex Block diagram [2] Fig. 2. Spacecraft potential
monitor "DP-1"and "DP-2"

View in a posilive direction of ISS velocity vecior
Serie Hodde of Russion Segmest IS5

Fig. 3. Plasma-Wave Complex on the ISS board [6] Fig. 4, 5. Secondary power
supply system for "DP-1" and
"DP-2"
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The developed PWC scientific equipment is designed to measure in NES the
following physical parameters: current parameters of thermal plasma (in two points);
electrons and ions temperature, Te, Ti; electrons and ions density, Ne, Ni; current
electromagnetic parameters (in two points); DC electric and magnetic fields and
currents; AC electric and magnetic fields and currents; current plasma potential and
ISS potential; electrons spectra with energy range 0.01-10 keV; spectra of VLF
electromagnetic fluctuations. For the study of discharge effects in NES plasma the
PWC structure includes also the device for discharge stimulation [3].

2. Materials and methods

2.1. Device DP

The potential difference measurement between a probe and ISS body is the
main scientific aim of the device DP. This allows us to study of the ISS electric
charging processes and the time variation of the electric potential. The existence of
two identical devices DP-1 and DP-2, which are mounted on every block CWD,
allows us also to measure the spatial electric field in NSZ [3]. Each of them contains
sensor — electronic Converter unit DP-PP (Primary Converter) and the electronic unit
DP-SP (Secondary Converter). The device DP also provides an estimation of the
contact layer resistance of the system plasma-probe. For Fig. 3 the designation DP-
PP for the sensors of the device "DP" is accepted. Two devices "DP-1" and "DP-2"
are mounted inside CWD1 and CWD?2 respectively. The device DP is an electronic
module which measures the potential difference in range = 200 V, which is divided
in two sub-ranges: £ 20 V and £ 200 V. The subranges are switched automatically.
Device DP-SP (Fig. 2) consist from three boards: SPS-DP; analog processing and
guantization board of input signals and microcomputer board. A 12-bit ADC (Fig.
3) provides potential difference measurements with resolution 10 mV (x 20 V) and
100 mV (% 200 V). The DP device measures and transmits information about the
potential of the ISS body to the following information modes (measurements per
second) [7]: fast 200; working: 100, 50, 20, and 12.5; base: 10, 8, 4, 2, and 1.25;
slow: 1, 0.8, and 0.5; duty 0.33.

The probes of the device DP is the spherical collapsible structures with a
diameter of 80 mm. Hemispheres are made of graphite and coated glass-carbon
coating, which provides minimal variations in the value of the work electron output
over the entire surface of the probes [7].

The DP instrument has passed functional tests and communication tests in
the composition of the whole complex of scientific instruments in Russia and
Hungary. The secondary source for powering a DP must meet all the requirements
for scientific equipment for work on the outside of the ISS [5]. "DP-1" and "DP-2"
instruments must undergo vacuum tests with simulated sun. The specific
methodology shall be developed for each of the operating outside the ISS. The
cutlery are tested in three modes:
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— Permanent, with the inclusion of "sun" for 4.5 h;

— Periodically, tricikla with an imitation of the entry in the Shadow of the
Earth (57 minutes "sun" and 36 minutes — shadow of the Earth);

— In the absence of a solar radiation, with an imitation of the Earth's radiation
in the course of 4.5 h.

Memory CPU \ ADC ¢
buffer N
MB [T ] DAC 4.{ ‘

I !

RS422
RS485
PA
commands / data v
F=1152 kb/s
SENSCR
BSTM

Fig. 6. Block diagram of Spacecraft potential monitor DP [3]

2.2. Secondary power supply system for device DP

The secondary power supply system has galvanic insulation between
primary power lines and the secondary power lines. The connection with the main
power supply is designed so that no instrument failure can influence other units. The
instrument total power limit is ~ 4.7 W. The starting characteristics of the SPS-DP
for the "DP" instrument were measured. In a Table 1 are given the electrical
parameters of SPS-DP fly set (FS): FS-1, 2, 3, and 4, measured at maximum load
(simulated by a resistive load exceeding the real load), idling and no secondary part.
It is noticeable that with an increase in BN from 17 V to 36 V, the efficiency
deteriorates by about 10 %. Functional scheme of SPS-DP for devices DP is given
on the Fig. 7. The technical documentation for "DP" is compiled. The dimensions of
the component of SPS-DP are 122 x 78 mm and the overall height of the components
of the transformers side is 11 mm, Fig. 5.
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Table 1. Parameters of SPS-DP, FS-1, 2, 3, and 4 for instrument "DP-1" and "DP-2"

SPS Fly Set U-BM [V] 17 19 23 29 34 36
1,2,3,and 4
FS-1, Pout=2,1 W efficiency [%] 68.13 68.24 | 67.56 | 63.21 | 59.05 | 57.28
FS-1, Pout=2,1 W | power BN [mW] 3094 3089 3120 3335 3570 3680
FS-2, Pout=2,1W efficiency [%] 68.13 68.49 | 67.89 | 63.76 | 59.05 | 57.44
FS-2, Pout=2,1 W | power BN [mW] 3094 3078 3105 3306 3570 3670
FS-2, Pout=2,1 W efficiency [%] 67.39 67.65 | 67.39 | 63.76 | 59.05 | 5741
FS-2, Pout=2,1 W | power BN [mW] 3128 3116 | 3128 | 3306 | 3570 | 3672
FS-4,Pout=2,1W efficiency [%] 67.83 68.49 | 68.40 | 64.33 | 59.62 | 57.98
FS-4, Pout=2,1W | power BN [mW] | 3107.6 | 3078 | 3082 | 3277 | 3536 | 3636
FS-3, Pout=0mW | power BN [mW] 85 100.7 184 377 588.2 684
FS-4, Pout=0mW | power BN [mW] 85 100.7 184 377 588.2 684
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Fig. 7. Functional scheme of SPS-DP for Devices DP
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The voltage of the boarding net (BN) shall be transmitted through chokes
(Dr1 and Dr2) according to the technical requirements [5]. The EF-CL (1) unit has
functions of electronic fuse (EF) and current limit (CL). The power supply for (1)
from BN is done simply by R1. When the output current of (1) exceeds a certain
limit, it is limited. If the duration of this condition exceeds a specified time (1)
excludes the submission of BN to the SPS while retaining this state of ,.stand by”
while BN does not restart.

The SPS-DP is made up of three reverse convertors. Accordingly, the first
A is made up of the elements (2-12), the second B of (13-23) and the third C of
(24-32).

Voltages "+100 Va" with their mass "gnd +100 Va" serve to supply the
Sensor; "+5 Va" with their mass "gnd +5 Va" power up he ADC and DA, and the
digital blocks (Fig. 6) are powered by "+5 Vd" with their mass "gnd £5 Vd".

Converter A works as follows: 1 powered 2, R2 via Ub1 powered 7. After
the start-up process of 7 appears the impulses Uqgl for normal operation of 3. The
current Ifbl of 3 is monitored dynamically for each period of Ugl. The Trl
transformer serves as a galvanic insulation and with 5 and 6 generates the main
voltage U1, the auxiliary voltage U2, and by 10 and 11 -stabilized voltage "+5 Va".
For stabilization of "+100 Va", are used U1, U2, 9, 12 and Ufb1. Converter B works
similarly to A. Converter C produces one output voltage "+ 5 Vd" and one
galvanically bound signal PG for telemetry, for authentication of the working
capacity.

For the device "DP" in BN are used circuit breakers type BSK5E5-32, for
which there are electrical and time parameters for the starting current. They are
shown in the Table. 2.

Table 2. Characteristics of the circuit breakers for the BN type BSK5E5-32

o | [A] 15 25 4 6 8 10 14 18
To | [s] 0.05 0.15 0.20 0.30 0.40 060 | 0.80 | 1.00

1z | [A] 05 07 | 115 25 335 4 5 7
Tpr | [s] 1 2 4 7 10 15 20 30

Time diagram the factory setting for BCK525-32 are indicated on Fig. 8.
Maximum values are indicated in orange and purple, and green is the permissible
starting current. The following abbreviations are used:

e lo: the maximum value in the plus bus of the onboard network, in excess

of which is unconditionally and immediately disconnected power;

e To: the maximum time for completion of transition processes after

command switching device.

o |z: the value of the overload current (for the time interval Tpr), in excess

of which turns off the power of the device;
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e Tpr —the time allowed for the occurrence of the overload current of the
device after that triggers the switch to the positive bus of the battery.

Fig. 8. Time diagram of BCK525-32 Fig. 9. PWC location of 1SS [6].
from BN of ISS

3. Results

The exit of ISS cosmonauts Pavel Vladimirovich Vinogradov and Roman
Romanenko in outer space took place for PWC equipment installation on the external
surface of the Service Module of Russian Segment of ISS in April 2013; see Fig. 9
[6]. Power consumption of the device DP is not more than 2.2 W. Peak value of
inrush current = 0.35 A for the BN in the range of 17-36 V that means that these
values apply to the entire range. The time of starting the process tiyc« = 3-5 mS. The
value of the tripping current protection is 1z = 0.35 A. Protection of SPS-DP turns
off the DP after time 70 mS [7].

4. Discussion

On April 23, 2014 was the first anniversary of functioning of scientific
equipment in the frame of space experiment "Obstanovka-1 stage™ on board the
Russian segment of the ISS [6]. The data from experiments with DP devices allow
recording of physical events and monitoring of the parameters of low temperature
plasma near to the board of ISS. The DP system provides opportunities for
monitoring and processing of the information obtained in the laboratory for the work
period (4 years) [1].
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BTOPUYHA 3AXPAHBAILIA CHCTEMA 3A MOHUTOPH
HA KOCMUYECKHU NOTEHLMAJ -1 ¥ A1-2,
MMPOEKT "OBCTAHOBKA",
MEKIYHAPOJHA KOCMHUUYECKA CTAHIIMSI

II. I'pamamuxos, P. Heoxos, I. Cmanes

Pesrome

B crarusra e npencraseH Obarapcku npuOop, NperiHa3HaueH 3a U3CIIEBaHE
Ha 3apexaaHeTo Ha Pyckus cermeHT Ha MexnyHapoaHaTa KOCMHUYECKA CTaHIUS
(MKC). iBara ennaksu npuodopa ([AI11 u II12) ca yacT ot npubopute Ha OJI0KOBETE
Ha [ImasmenoBbimHOB Kommuieke 1 m 2. JII1 m [JII2 cmyxar u 3a uscienBaHe
IHaMHuKaTa Ha noreHnmana Ha MKC B 3aBUCHMOCT OT: CI'lbHUEBaTa M reomar-
HHUTHAaTa aKTUBHOCT (4acT or mporpamara "Kocmuuecko Bpeme'"); HeHOCTTa Ha
KOCMOHABTUTE 110 BpeMe Ha paboTara UM Ha MOBBPXHOCTTA Ha CTaHLMATA; KO-
pekuuuTe Ha opburata Ha MKC 1 ckauBaHeTO M pa3KayBaHETO Ha KOCMHUYECKHUTE
kopabu ¢ MKC. AI11 u [I12 n3MepBaT NoTeHIMAIA HA KOpIyca He MoBevye OT 3 M
ot noBbpxHocTTa Ha MKC. IlpenennuTe nuana3oHu Ha W3MEpBaHE ca: AMANA30H
+200 V; gecroten muana3oH oT 0 mo 500 Hz u mpar Ha 9yBCTBHUTETHOCT Ha MO-
tenuaina 3.125 mV. [IpencraBenu ca 0;10k0BU U (YYHKITMOHAIHU CXEMH Ha ITprOopa
JI1 u BTopr4HaTa eneKTpo3axpaHBallla cucTeMa, IpeJHa3HaueHa 3a 3aXpaHBaHETO
Ha u3MepBaTeNHaTa COHJa, aHaloropara u ungponara miatku. [IpencraBenu ca Tpu
CHMMKH Ha u3paborenara B bearapus amapatypa.
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Abstract

To model the movement of an aviation penetrator, it is necessary to know the coefficient of
the drag and the coefficient of the lift force. The article presents a method of calculating them using
the geometric dimensions of the penetrator. The obtained values of the coefficients are compared with
those obtained when blowing a penetrator in the aerodynamic tube. By the sustainability criterion is
determines the degree of damping of the penetrator. The results of modeling the movement of the
penetrator show, that the mathematical model of motion can be used to solve the task of targeting.

1. Introduction

The mathematical modeling of a penetrator requires information on the
drag coefficient and the lift force. The article offers a method of calculating them
using the geometric dimensions of the penetrator.

2. Results

The test is conducted for a penetrator with the following characteristics:

- ©® =21.39s, characteristic fall time;

- ms=64 kg, mass; ds=0.203 m; S5 :ﬂéz 0.0324 m?% L.=0.835 m;
4
- H&=0.397 m; Hq=0.40 m; D¢ = 0.205 m.

Ballistic coefficient "c" is determined by form. [3, 7]:

(D) co(e-a)l =1.4649,

K

where a, k are coefficients (a =20.202; k = 0.811).
The coefficient of form i is determined by form [2]:
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2 i :%10_3 =2.275.

6

For the standard drag coefficient, the Siachi law Cyx (M = 0) = 0.255 [7] is
used. The coefficient of resistance Cx, is determined by formula [4] and for
aviation penetrator it equals:

(3) Cyx=0.5801.
Through the analytical formula [4]
(4)  C,=2[C% +0,0051_-1)+Ah_, +B,(d,, -13)].

the impedance coefficient Cxpa is determined.
The relative dimensions of the penetrator are:

L, =4.1133 H, =19557; ; _Dg =1.0099;

| - "h = Per
K d6 CcT d6 CT d6
h _H =1.9704,

K d6

The values c§6 and A are determined by [5, 7] and the following values
are taken:

c9,=0.053; A = 0.0646.
The coefficient B; is determined by form. [4]:
B, =-0,0274h,, +0,0319 = —0.0209.

The front of the penetrator has a flat shape, i.e., hy = 0, then the calculated
value of Cyy, is increased by 0.2 [4]. Since the tailpiece of the stabilizer has feathers
and two rings, calculations are made for a box stabilizer.

For the coefficient of drag impulse Cx»a We obtain:

(5) C,s. = 2[C% +0,00521_-1)+ Ah,, +B,(d,, —1,3)]+0,2=0,6032.

When blowing a model of a aviation penetration at M = 0 for the
coefficient of impedance Cxo, the following result is obtained:

(6)  Cxno=0.5701,

The values of the drag coefficients Cx, and Cuwa are close to the value of
Cxwo determined by blowing the model.
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This indicates that the proposed methods using the reference drag
coefficient and using the geometric dimensions of the penetrator can be used to
calculate the elements of the penetrator trajectory.

As a result of blowing the aviation penetrator pattern at different angles of
attack, the following results for the coefficient Cx, (o) of drag resistance (Table 1
and Figure 1) are obtained.

Table 1. Dependency of Cys(a)

as, 0 5 10 15 20 25 30 35 40
deg.

Cyxs | 05701 | 0.5701 |[0.6185|0.7653 |1.1172 |1.762|2.7876 | 4.2819 | 6.3326

1

[

0 5 10 15 20 25 30 35 40
o, degr

Fig. 1. Relevance of the coefficient Cxb (ab) of the impedance of the angle of attack ab

Using the Saichi law as a reference law for the change of the resistance and
the results of the Table 2, the dependence of Cyx, (M, a) (Fig. 2) is obtained. For the
conditions under consideration it is assumed that the coefficient of the form is
constant.

Table 2. Dependency of Cys(M, o)

Ca(M0) | =0 | 02 0,4 0,6 0,8 1

@=0" |05701 |0.5701 | 0.5824 | 0.5892 | 0.6484 | 1.2422
10° 0.6185 | 0.6185 | 0.6209 | 0.6282 | 0.6913 | 1.3243
20° 1.1172 | 1.1172 | 1.1216 | 1.1347 | 1.2486 | 2.3921
30° 2.7876 | 2.7876 | 2.7985 | 2.8313 | 3.1156 | 5.9687
40° 6.3326 | 6.3326 | 6.3574 | 6.4319 | 7.0776 | 13.5592
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Fig. 2. Dependency of Cys(M,a)

For the coefficient Lift Force of the formula [6, 7], its values for different
angles of attack were calculated (Table 3, Figure 3).

Table 3. Dependency of Cys om a5

% | o 5 10 15 20 25 30 35 40
deg

Cys | 0 | 04740 | 0.8958 | 1.2656 | 1.5833 | 1.8490 | 2.0625 | 2.2240 2.3333

25

) 5 10 15 20 25 30 35 40
o, degr

Fig. 3. Dependency of the coefficient C,s om as

Using the sustainability criterion [4], the degree of damping of fluctuations
is determined:

K(S) = 0.2885,

which satisfies the condition of sustainability.

As a result of the mathematical modeling of the aviation penetrator
movement under different start conditions, the deceleration time of the penetrator
attack angle ab, the coefficients of: the drag resistance Cx, the lift force Cy, and the
moment m; (Figs. 4-10).
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When solving the penetrator motion equations for conditions A = 0°,
H =500 m, V = 180 m/s, oo = 4° the oscillation damping time t = 0.82 s
(ap =0.01°), (Fig.4). The Cy coefficient of the drag impedance changes
insignificantly (from 0.5895 to 0.5845), (Fig. 5).

The coefficient of Lift Cy, and the coefficient m, of the moment diminish
analogously, as the angle of attack (Figs. 6, 7).

2=0; H=500, m; V=180, m/s; a,=4 [degr]

ag [degr]

t[s]

Fig. 4. Dependence of (ab) from time (t)

2=0; H=500, m; V=180, m/s; o=4 [degr]
0.593

0.592

0.591

0.

0.

0.588

Cxs

0.587

0.586

0.585

p—

0.584
[}

2 4 8 10 12

sl
Fig. 5. Dependence of Cy from time (t)

2=0; H=500, m; V=180, m/s; o, =4 [degr]

Cys

0.2 0.4 0.6 0.8 1 12 14

ts)

Fig. 6. Dependence of C,s from time (t)
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A=0; H=500, m; V=180, m/s; a,,=4 [degr]

0.2 0.4 0.6 0.8 1 12 14

t[s]

Fig. 7. Dependence of m; from time (t)

2=0; H=500, m; V=180, m/s; a =4 [degr]

0 0.2 0.4 0.6 0.8 1 12 14
t[s]

Fig. 8. Dependence of m; from time (t)

A=0; H=1500, m; V=180, m/s; a.,=4[degr] 1=0; H=1500, m; V=180, m/s; a.=4,[degr]

6 0.592
4 0.59
T
S, 2 2 0.588
= \ N ©
S 0 0.586
\/ -
2 0.584
0 0.5 1 15 0 5 10 15 20
t[s] t[s]
0.6 0.15
0.4 0.1
5 o2} N 0.05
o - \ £ -
AN
0 V 0 Y
0.2 -0.05
0 0.5 1 15 0 0.5 1 15

ts] ts]

Fig. 9. Dependence of a5 Cys Cys u M, from time (t)
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2=-30% H=500, m; V=260, m/s; o.,=4ldegr] =-30% H=500, m; V=260, m/s; o.,=4[degr]

5 0.63
= 0.62
=]
S o \ /\\/A o P‘\\
== o
3 U 0.61
-5 0.6
0 0.5 1 15 0 1 2 3 4
ts] tls]
0.6 0.15
0.4 0.1
S \
& o2 " 0.05\
A \
0 U\/ 0 U
-0.2 -0.05
0 0.5 1 15 0 0.5 1 15
t[s] t[s]

Fig. 10. Dependence of as Cys Cys u m; from time (t)

3. Conclusions

The results of the mathematical modeling of the movement of the aviation
penetrator (shown in the above figures) lead to the following conclusions:

1. As the penetrator starts up, the damping time of ab decreases and the
frequency of oscillations increases;

2. By increasing the initial attack angle a0 of the bomb, the Cy, coefficient of
the resistance of the penetrator changes insignificantly;

3. The character of the change of the coefficients Cyp, m; is the same as the

angle of attack ow;

With an increase in the angle of latency A, the decay time of ab decreases;

The damping time of ab does not depend on the height of the penetrator.

o ks

The results obtained show that the aviation penetrator pattern created can
be used to solve the task of targeting.
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PE3YJITATH OT MOJAEJIMPAHE HA IBUJKEHUETO
HA KOCMHUYECKHU ITIEHETPATOP

C. Cmoiikos

Pe3rome

3a MojenupaHe Ha JABM)KCHUETO HAa KOCMHYECKH IEHETPATop € HeoOXo-
JUMO Ja ce 3Hae Koe(HUIMeHTa Ha YEIHO CHIPOTHBIICHUE M KOe(HUIMCHTa Ha
moxeMHaTa cuia. B crarmara ce mpezsiara METOJ 3a TSXHOTO W3YHCIISIBaHE 4pe3
reOMETpUYHHUTE pa3Mepu Ha meHerpaTtopa. [lomydenute croifHOCTH Ha Koedu-
IIUCHTUTE CE CPAaBHSBAT C TE3W IOJIYUCHU NpU OOTHYaHE HA MOjEJa Ha TCHETpa-
Topa B aepoauHamMu4dHa TpbOa. Upes KpuTepus 3a yCTOMYMBOCT € OIpelerieHa
CTETIeHTa Ha 3aTUXBaHE Ha KoyieOaHMsTa Ha TieHeTpaTopa. [lomyyennrte pesynratu
OT MOJICTTUPAaHE Ha JABMKCHHETO HA TICHETPaTOpa IMOKa3BaT, Y€ MaTeMaTUYECKUSAT
MOJIENT 3a JBIDKEHHE MOXKE Ja C€ U3MOJ3Ba 3a pellaBaHe Ha 3ajadaTa Ha
MIpUIIEeTIBaHE.
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Abstract

In the paper hereby, an incompressible irrotational steady flow across a submerged body
with finite dimensions will be studied. For this purpose, it is necessary to solve Laplace’s differential
equation about a potential function in order to obtain the conservative velocity vector field. A general
solution to the problem utilizing the Green identity implies the double layer potential function at an
arbitrary point not belonging to the boundary surface. The potential is expressed by source/sink and
doublet singularities distributed over the body surface and a wake attached to the trailing edge. The
wake ensures that the Kutta condition is fulfilled. The submerged body geometry is approximated
further by quadrilateral panels in order to compute the surface integrals for each panel exactly. To
form a linear non-homogenous algebraic system, it is essentially to compute each panel influence to a
collocation point of interest. The obtained coefficient matrix is diagonally dominant. The system is
solved iteratively by means of the Gauss-Seidel method.

The goal is development of a non-proprietary source code in order to work out a solution to
the stated problem. The developed source code is authentic. Auxiliary libraries have not been used.
Validation case and numerical results are depicted and discussed in the paper.

1. Introduction

The proposed approach towards working out a solution to the stated fluid
problem utilizes the so-called double layer potential method applied to the
Laplace’s equation. In this study case, the flow is assumed irrotational and
incompressible. This is a relatively old method which has been thoroughly studied
and many solution codes have been developed as well. Nevertheless, one
advantage of the method provokes development of the current study case: the
method is fast and applicable to complex geometries of thick bodies generating lift.
What is more, by solving the Laplace’s equation the velocity vector field might be
found out prior to using equations of motion, such as Euler or Navier-Stokes.

The presented study emphasizes on applicability of iterative schemes for
working out a solution to a non-homogenous linear algebraic system relevant to the
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stated fluid problem. In addition, authentic source code development in C is yet
another project goal. To achieve it, Katz and Plotkin’s textbook, [1], was
extensively used by the author as a guide throughout the presented study case.

Fig. 1. Wing and a wake shed by the trailing edge. Lower right corner: the wake panel
strength computation.

2. Problem statement and solution

For an incompressible irrotational flow the continuity equation
(1) Vu=0,
takes the form:
(2) V®=0,

where and @ is potential function of a conservative velocity field u = grad®. The
boundary condition at surface of a submerged body implies that normal velocity
component vanishes:

(3) Vdn=0.

The potential vector grad® is measured in body frame of reference. In
addition, a disturbance created by the body decays at infinity r—oo, i.e.
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@  lim(Vo-vo,)=0,

where grad®., is a vector due to the far field potential. A general solution to the
problem stated by formulae 1-4, might be worked out considering the Green
identity. In this way, the potential function at an arbitrary point P not belonging to
the boundary surface is computed by

() @(P):—;BOJ (:J ,unV( ﬂderMW!ke[ynv( HdSer) (P),

where ¢ (source/sink) and p (doublet) are flow singularities strengths, r is distance
from point P to the surface (body, wake, etc.). The surface integrals are taken over
the body and a wake model, Fig. 1. The wake is assumed to be thin, so that the dot
product n.grad® is continuous across it. This means that the wake cannot support
fluid-dynamic loads, [1, p. 46]. In order to find the potential function @, a unique
combination of sources and doublets distribution on the surface must be known in
advance, [1, p. 47]. The solution (5) is also denoted as a double layer potential. The
integral is computed over a double-sided surface and the normal vector n points
inwards. According to Lamb, [2, p. 40], the impermeability condition (3) results in
a constant inner potential

(6) Vd.n=0=®, =const,

which implies that the current lines are not allowed to enter or leave the inner
region — nor they are contained within. If the above equality holds, there can be no
fluid motion inside the body. Assuming that the inner potential can be set to ®; =
@, = const, equation (5) might be rewritten as follows:

(7) —;BOJ Gj ,unV( HdeWL[ynV( Hds 0.

A numerical solution to equation (7) is worked out in the current study.

The boundary conditions (BCs) might either determine the zero normal
velocity component (direct, Neumann BCs, also (3)) or specify the velocity
potential itself (indirect, Dirichlet BCs) at the boundary surface. Equation (7)
interprets the Dirichlet’s boundary condition. In addition, it is customary to assign
following quantity to the source strength:
® o=-n(V

linear

+Qxr—-V

free stream ) !

where Viinear is body linear velocity, © is body angular velocity, and Viree stream 1S the
free stream velocity.
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Further problem refinement is required to describe flow over a thick body
with sharp trailing edge generating a lift. In order to hold the rear stagnation point
at the trailing edge, sufficient amount of circulation must be created while the body
is moving through the fluid. This statement is yet another interpretation of the
Kutta condition implying that a jump in the velocity potential exists in the vicinity
of the trailing edge and the velocity there is finite.

The wake strength at the trailing edge is determined by setting to zero the
vortex element strength located at the trailing edge. Then, the vortex distribution
might be regained by an equivalent doublet distribution, [1, p. 250]

C)) Yre =—Vu=0,

which condition is fulfilled if

(10) g =CONSU=p4y,  fhy = oy — 1y

where indices W, U, L denote wake, upper, and lower surface respectively, Fig. 1.

The computational algorithm might also be seen in Fig. 1. The influence of
singularities distributed onto the body and the wake is computed for each
collocation point, which is placed at the panel centroid. In the example depicted in
Fig. 1, the collocation point is placed at panel | = 7, j = 6 and the influence panel is
I =5, j = 4. For each collocation, point equation (7) might be written as follows:

N g 1 AT | 1 NOq 1
(11) il n.V[j as+> — nv (j as-y — () dsS =0,
kz=:‘47r85[1yﬂ r é4ﬂw;[keﬂ r ;‘472' B!;yo' r

where singularities p and o accept unit constant strength. The summation is
evaluated for all panels discretizing the body and the wake. To abbreviate the
amount of writing further, following symbols are adopted: for a doublet panel

1 L] ny[esec

T

and for a source element

1 1) .o
w j (Fde:B.

The integrals in (12) and (13) solely depend on the panel geometry. Having
computed all panel influences onto all collocation points, the following non-
homogenous linear algebraic system is obtained:

N NWake N
14) > Cu+ Y. Cut,+ Beoy =0,
k=1 w=1 k=1
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where the source strength o is known at this stage, (8). Equation (14) can be
simplified further by computing the wake doublet in terms of the unknown surface
doublet, Fig. 1, (also see (10)):

(15) My =m—4 -

Then, the influence coefficient takes the form:

(16) Gty =Cu (1 +14) -
Therefore, the first two additives in (14) might be grouped which vyields the
following expression:

N

@) YA =-YBa,.

k=1

where the influence coefficient is computed depending on whether the influence
panel is at the trailing edge or not:

(18) A =C, panel is not at trailing edge
A =C +C, panelisattrailingedge

The expanded form of system (17) is as follows:

a; - Ay || 44 by - byfon
(19) : : : = : : I

Ay Q|4 by, - bulllow

where coefficients a;; and bjj are computed according to generic formulae (12) and
(13). For particular case of quadrilateral source and doublet with constant strength,
formulae derived by Hess and Smith, [3], are used:

e Source
(X_Xa)(yb _ ya)_(y_ ya)(xb _Xa) In Lth +dab _
d, r,+rn—d,
(20) b :_% z b b b
7T edges 7 |:atan ( m.,e, — ha j_ atan [ m,.e, — hb ]:|
Zr, YA
e Doublet
(21) azi Z atan w —atan w .
ATT giges zr, zr,
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In the equation above, following abbreviations are used:

Gy =% =X ) + (Vo= Va)' 1 =y(x=% ) +(y-v,) +72°

@ my=hte e -(x-x )42, h=(x=x)(y-y)
Xy —Xq

i=a,b

where X, y, and z are collocation point coordinates and Xa, Ya, Za, Xb, Yo, and z, are
panel corner points coordinates, indices a and b denote panel corner points
belonging to a same panel edge. All quantities are computed in local (panel)
coordinate system, Fig. 3. Hence, preliminary coordinate transformations must be
made.

After computing the influence coefficients, a non-homogenous linear
algebraic system is obtained in terms of doublet p distribution on the wing surface.
The system is said to be strictly diagonal dominant if following requirement is met:

ay| -

@3 o>

J#i

In other words, the absolute value of each main diagonal element must be greater
than sum of absolute values of the remaining elements in the current row
respectively.

If the requirement (23) is met, then the following stationary iterative
method

i-1

(24) xf:%(bﬁ—Zaﬁ ‘;—Zaijx‘j“lj i=12,....n k=123...

j=1 j=itl

for solving system (17) is said to converge unconditionally. Method (24) is named
after Gauss and Seidel. The formula (24) is a modification of the widely known
Jacobi method:

(25) xik:i b - ax*| i=12...n k=123..
a; j=1
J#i

The convergence criterion used in the algorithm is the relative difference
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(26)  max ‘xk - xk’l‘/‘xk‘ <1073,

Both iterative schemes (24) and (25) require initial guess for the vector x.

#ifndef
#define T

#define
#define
#define

J
=

* atan(l.)

—~ N
e e O O
*

P O O~

#define
#define
#define
#define V

(i) * J + 5

<O HOGHR
0 F 3 X
Ll
o O O
o O O
O~

[ee)
~J
w

typedef

typedef

double real;

struct _panel
real *x , *y

real *x,

{

*o .
’ zZ_;

*Z,'

Y,
real *b,
real
real
real

} myPanel;

*n,
*Va;
dsig,
cp;

*t, S, *P;

dmu;

int geom(myPanel *foo, char *type);

int paraView(real *x, real *y, real *z, real *scalarsoO,
*vecl, real *vec2, char *fileName) ;

myPanel* createPanels (int N);

int deletePanels (myPanel *foo, int N);

real influenceDueToSource (myPanel *foo, real x, real y, real z);

real influenceDueToDoublet (myPanel *foo, real x, real y, real z);

real* solvelLS GS(int N, real *a, real *b);

int do_forces (myPanel *foo);

real *vecO, real

#endif

Fig. 2. Source code header file

In Fig. 2, the source header file is shown. Each panel is represented by a
structure _panel containing panel geometry, apparent velocity (8), and a few
solution quantities, namely singularities strengths and static pressure coefficient.
The panel geometry includes corner points coordinates expressed in both global
and local (panel) coordinate system. The latter is formed by normal, tangent, and
binormal unit vectors as it are shown in Fig. 3 in case of circular cylinder.
In addition, the header contains following function prototypes. Function
“createPanels” allocates memory for specified number of panels and pointers inside
the structure. It returns a pointer to first panel inside the so formed one-dimensional
array of structures. Function “deletePanels” does the opposite. Function “geom”
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calculates all necessary geometric parameters relevant to each panel. The
remaining function prototypes are self-explanatory and easily understandable. The
functions “influenceDueToSource” and “influenceDueToDoublet” compute
influences due to singularities at an arbitrary collocation point. The function
“solve_GS” solves a linear algebraic system (17) iteratively. It returns a pointer to
a solution vector allocated within the function body. What does function
“paraView” is arranging the results to meet the “vtk” file requirements [4] and
storing them onto the hard drive so that the user can visualize the results by means
of a third-party viewer. One dimensional arrays are solely used in the code and
accessed by a two-dimensional macro 1X(i, j), Fig. 2.

Fig. 3. Local coordinate system for each panel, black — normal, red — tangent,
and blue — binormal stored at panel’s centroid

3. Results

A circular cylinder has been used to validate the developed source code.
The static pressure coefficient distribution is visible in Fig. 4. Both front and rear
stagnation areas are clearly visible.
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Fig. 4. Static pressure coefficient distribution over a cylinder, « = 0 deg, 40 x 80 panels

-@.498 6.eel B8.0680 B.0606 G.0606 @.0606 -6.854 -©.801 -©6.800 -0.000 -0.0600 -0.006 -0.839
6. eee -8.498 @.eel B.00806 @.0608 @.6608 -6.881 -8.854 -8.901 -©.000 -0.000 -0.806 -0.802
6. 860 ©.800 -8.498 ©.001 0.860 ©.8068 -6.868 -0.801 -8.854 -9§.801 -0.800 -0.868 -0.800
0. 000 0.e00 B.000 -8.408 9.08l1 ©.060 -0.600 -0.800 -06.801 -©.854 -0.86061 -0.0006 -0.000
6. 0oe o.o008 0.000 0.0006 -8.498 @.e01 -6.088 -©.000 -©.900 -©.801 -©.854 -0.801 -0.000
6. 6ee 8.eae B6.000 6.066 @.660 -8.498 -0.960 -©6.900 -06.000 -©.000 -0.6061 -9.8654 -0.000
-8.851 ©.8ee2 B.088 B.0606 0.060 B.068 -9.5880 -0.800 -0.900 -D.000 -0.000 -D.008 -0.854
-@.808 -8.851 0.082 B.0606 G.0606 @.0606 -6.688 -©0.5080 -0.800 -0.000 -0.800 -0.806 -0.801
6. eee -8.088 -98.851 ©.e82 @.0608 @.6608 -6.888 -©.800 -8.560 -0.000 -0.000 -0.000 -0.000
6. 860 ©.800 -0.886 -0.851 0.082 ©.8068 -0.860 -0.800 -0.800 -©.5860 -0.800 -0.8608 -0.000
0. 000 0.e00 B.000 -0.866 -0.851 0.082 -0.000 -0.800 -0.000 -0.000 -0.500 -0.000 -0.000

6. 0oe -9.080 -0.800 -0.8064 -0.832 -0.0092 -0.000 -0.000 -0.000 -0.882 -0.839 -0.002 -0.000

Fig. 5. Matrix A (eq. 17) upper left corner
Serial computations were also made by means of a finite span wing with

airfoil NACA2412 at different angles of attack. Static pressure coefficient
distribution is shown in Fig. 6 and Fig. 7.
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Fig. 6. Static pressure coefficient distribution over a NACA2412 wing, o. = 0 deg,
20 x 80 panels

[-lleﬂ]ﬂ

Fig. 7. Static pressure coefficient distribution over a NACA2412 wing, a = 10 deg,
20 x 80 panels
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4. Discussion

The obtained static pressure coefficient distribution over a circular cylinder
surface fully agrees with what Katz and Plotkin, [1, p. 69], discuss in their
textbook. The static pressure coefficient varies within 1 and —3, so does the same
quantity which is shown in Fig. 4. In three-dimensional case, the suction pressures
are much smaller, i.e. the so-called “relieving effect” is obtained numerically.

The static pressure coefficient “suction” values are easily observable when
the angle of attack is high, Fig. 7, blue region right after the leading edge. The
coefficient distribution is symmetric in relation to the mid cross section because the
sideslip angle is zero. Although side wing patches are absent, the static pressure
coefficient distribution flattens at both wing ends. This result might be explained
by the wingtip vortex phenomena.

In Fig. 5, the upper left corner of coefficient matrix A (17) is shown in case
of circular cylinder serial computations. The dominating main diagonal could also
be noticed. It justifies usage of the iterative scheme (24).

Secondary quantities might be computed further such as lift coefficient and
induced drag. Additional demonstration of the Gauss—Seidel method rate of
convergence might be seen in [5].

The source code used in the current study is developed by means of
Minimalist GNU v. 5.1.0 for Windows. The visualizer used is ParaView v. 5.6.0.
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MNPUJIOKEHUE HA TAHEJIEH METO/I 3A AHAJIN3
HA CTAIIMOHAPHO TEYEHHME OKOJIO KPUJIO
C KPAMHA PA3IEPEHOCT

K. Memooues

Pe3rome

B macrosimara craTus ce m3cieiBa TCUCHHE HAa HECBHBAcM OC3BHXPOB
ITOTOK OKOJIO TSJIO ¢ KpaWHW pa3MepH. 3a J1a ce HaMepu KOHCEPBATUBHHS BEKTOD
Ha TOJIETO € HeOOXOAMMO Jia ce pelmn Au(epeHIMaTIHoTO yYpaBHeHUe Ha Jlarumac
OTHOCHO ToOTeHIMaiHa (yHKIus. HeTpuBManHO pelieHHWe Ha 3ajadyara ¢ Uu3-
moii3BaHe Ha BTopa ¢opmyia Ha ['puH maBa Karo pe3yirar CTOWHOCT Ha TIO-
TeHIManHaTa QyHKIMS Ha JBOWHHUS CIIOH B IPOM3BOJIHA TOYKA OT MOJIETO, KOSITO HE
HpI/IHaZIHC)KI/I Ha FpaHI/I‘IHaTa HOB’prHOCT. HOTCHHI/I&JIHaTa (byHKHI/Iﬂ 3aBHUCU OT
O0COOCHOCTH B TIOJIETO Ha TEYEHUETO ,,M3TOYHUK/TIAAWHA™ U ,,IUIION, pasIpese-
JISHW TI0 TIOBFPXHOCTTA Ha TSJIOTO, KAKTO U OT Clieqa, MPUKpPETieHa KbM 3aHUAS PbO
Ha kpmwioTo. Cremara rapaHThpa yAOBIETBOPSBaHETO Ha yciaoBueTo Ha Kyra.
['eomeTpusTa Ha TSIIOTO CE APOKCUMHpPA C KBaJAPATUIHU ITAHEIH, C e J1a e Tpe-
CMETHAT JIMIEBUTEe WHTETPATN 32 BCEKHU ITaHEN TOYHO. 3a Jla ce CBele 3a/Javara Jio
JMUHEHHa anre0puYHa cucTeMa € HeoOXOAWMO Jla ce MPEeCMETHE BIMSIHHUETO Ha
BCEKH I1aHeN B TOYKa OT mosieto. [loydeHnaTa MaTpuiia KoeUIMeHTH € ¢ Tpeoliia-
JaBall TiaBeH nuaroHan. CucreMara ce pelaBa HTepPaTHBHO 1O MeTozaa Ha [ayc-
3anine.

Ilenta ¢ pa3paboTBaHe Ha COPC KOJI 3a pelllaBaHe Ha MMOCTaBEHATa 3ajayva.
KonbT € aBTEeHTHMYEH M B HEr0 HE Ca H3MOJI3BAHM CIIOMAraTellHi OUOIHOTEKHU.
TecTtoBere 3a Bammmanus Ha KOJAA, KAKTO W YHCICHHUTE PE3yNTaTH Ca IMOKa3aHU
rpaduaHO ¥ 00CH/ICHH B CTATHUATA.
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Abstract

The drag of the subsonic aircraft is largely formed by the skin friction drag and lift-induced
drag [2]. At transonic flight occurs shock wave. Determination of shock wave angle is important part
of design of every aircraft, which working in supersonic airflow regimes. Formation of shock waves
cause formation the wave drag. The wave drag could account about 35 % from total drag of aircraft.
Shock wave angle is directly linked with the intensity of itself.

This work compares shock wave angle calculations using analytical and numerical solving
methods.

1. Introduction

For analytical solve of shock wave angle are used conservation equations of
mass, momentum, and energy [1].

Consider that flow is steady, inviscid and adiabatic flow with no body forces,
continuity equation is:

@Y # pV.dS = 0.

N

The continuity equation for an oblique shock wave is:
(2) P1 Vin = p2 Von.

Momentum equation

The integral form of the momentum equation can be resolved into two
components — tangential and normal to the shock wave.
Tangential component:
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(3) #(pV. as)v = — # pdS

S

(4) Vie = Var, (51 = $2).

The normal component:
(5) Pt piVin= P2t Vi

Energy equation

If consider, that flow is steady, inviscid, adiabatic and without body forces,
then energy equation reduce to:

(6) #p<e+v72>V.dS=—#pV.dS.

For ideal gas:
V2 vz
(7) h1+%:h2+%.

Deduce: changes across an oblique shock wave are governed only by the
component of velocity normal to the wave.

2. Analytical solving method

Since equation (4), tangential components of the velocity, remain the same,
while normal component decreases across the shock, the flow is deflected by angle
0 toward the shock front after passing it [1].

Considering that: M;,, = M;sinf and M,,, = M, sin(8 — 8),

tanf (v + DMfsin’a
tan(f —0) (y — D)M?sin?a + 2’

(8)

One of possible solution of this equation is:

M2?sin?p — 1
M2(y + cos2B) +2)

9 tanf = ZCot,8<

Equation (8) determines angle 8, when set M; and .
The other solution determines S, when set M, and 6 [3].
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(10) pg= arctan[

b + 9a.tanu
2(1 — 3ab)

c(27a? tanu + 9ab — 2) (n 1 1)]
— an ,

— — t —
6a(1 — 3ab) g™+ garctan

a

-1 -1
(y_ + Y 5 tanzu) tano;

b

2
y+1 y+3
( 2 + 2

B 4(1 - 3ab)3 1
°= [@7a%c+9ab—22

tan? u) tané;

where n = 1 for weak shock solution,
Sfunction p =1 (M, 8, y,n) 2 function p =1 (1.5,12, 1.4, and 1).

3. Numerical solving method

Another form of the solution shock wave angle g is numerical solution,

applying the fundamental laws of mechanics to a fluid gives the governing
equations for a fluid.

A 2D geometry for the model have a deflection angle 8 = 12°. Cell zone

condition for the surface body is defined as ideal gas. Fig. 1 shows boundary zones
in the calculation domain.

Inlet

Wall

Outlet

. Symmetry

Fig. 1. Calculation domain
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4, Results

The results from analytical and numerical solutions for weak shock wave
angle are presented in Table 1.

Table 1
Method Wave angle Note
Analytical 64.35° Weak solution
Numerical 64.3° Weak solution

The color of Fig. 2 indicates the changing Mach area of the shock wave.

For a set Mach number of each value of the flow deviation angle after the
shock wave 6, correspond two values of angle B. The smaller angle value
corresponds to a weak shock wave (supersonic airflow after the shock wave), while
at the higher angle value of the the shock wave corresponds to a strong shock wave
(subsonic velocity of the airflow after the shock wave). When body is with a wedge
shape, always realizes a weak shock wave (Fig. 3).

Fig. 2. Mach area of the shock wave
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Fig. 3. 8 = £(6)

5. Conclusions
The simulation of shock wave angle has been carried out using analytical
and numerical methods and carried out and the following conclusions can be drawn:
e The CFD simulation is able to predict precisely shock wave angle;
e A reasonably good agreement was obtained between analytical and
numerical methods, when determining shock wave angle.
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CPABHSIBAHE HA HAKJIOHA HA YJIAPHA BbJIHA
IPU AHAJIMTUYHO U YUCJIEHO NIPECMATAHE

A. Mapunoeg

Pe3rome

B ITIOJIET CaMOJICTUTC Hpe)Z[I/ISBI/IKBaT BBHB BL3ILYHIHI/ISI IIOTOK CHUJIHHU CMy-
ICHUA. THaCKaﬁKH HaMI/IpaHII/ISI Cce Hpea TAX 131,3;[yx, TC MOBUIIABAT HAJIATAHECTO HA
BB3IIYITHUS TTOTOK TOJIKOBA IMOBEYE, KOJKOTO MO-TOJISIMAa € CKOPOCTTa Ha TOJeTa.
breapT Mexay monmpartenHaTa KbM (pOHTA HA yAapHATa BBIHA M BEKTOpa Ha
CKOpoOCTTa ce m3MeHs 1o gpoHta. Karo ¢ oTmaneuaBaHe OoT OOTHYAHOTO TSUIO CE
HaMaJIsIBa TO3H BI'bJ, KOETO BOJIM M JI0 HaMa/IsiBaHE HAa HHTEH3MBHOCTTA HA CKOKAa Ha
YILThTHEHHE.

CDpOHT’bT Ha CKOKa Ha YHJIBTHCHI/IC pa3,uen;1 B’I:.3ILYHIHI/I$[ IIOTOK Ha CMYTeHa
n HeCMYTeHa qacT, KaTo B CMYTeHaTa HacCT HACThIIBA CHIIECCTBCHO M3MCHCHUEC HaA
MapaMeTpuTe Ha BB3AYIIHUS TTOTOK.

KonkoTo e mo-ronsM bI'eIbT Ha HAKIIOH Ha CKOKA Ha YILTbTHEHHE, TOJIKOBA
MO-CHIECTBEHO HApacTBaT IUIBTHOCTTA M HAJSATAHETO 3aa Hero. ToBa Boau 110
CBILIECTBEHO U3MEHEHHE HA CHIINTE, KOUTO AEMCTBAT HA OOTHYAHOTO TAJIO, KOETO OT
CBOsI CTpaHa Hajara Jia cé ThPCAT CIOCOOM 32 TOYHO OIpEJeNsiHe Ha ChOTBETHUS
'BI'bJI HAa HAKJIOH.
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Abstract

For controlling the aircraft with mathematical modelling of its movement in case of aiming
at surface targets is proposed the use of the transmitting function of the operator, which is in itself a
linear model in a tracking mode.

Introduction

For mathematical modelling of the movement of the aircraft aiming at
surface targets is used the transmitting function of the operator.

The operator monitors the target (angles P11, €1 and the moving grid on a
screen and observing the position of the target relative to the targeting grid, i.e. the
differences B1 — Bi- and €1 — i, attempts to eliminate them utilizing the controls of
the aircraft. The aircraft reacting to the deflection of the controls changes the
parameters of its position relative to the target [1, 3, and 5].

Main body

In order to obtain the model of the aforementioned process, it is necessary
to model the reaction of the operator to the mismatching, i.e. to obtain the calculated
values of the aircraft controls deflection depending on the angles of mismatching:

6131/1 = 6131/1 (81 —&1r )’
661/1 = 661/1 (Bl - BlT )’

where 3.4, den are the calculated values of deflection of the elevators and ailerons (the
angle of the rudder 6, = 0)

)
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The role of the operator as a control unit of the closed system pilot-aircraft
consists in:

- obtaining information from the onboard instruments and the

environment;

- processing the obtained information and determining the amount of

force that needs to be applied on the aircraft controls;

- applying the necessary amount of force on the controls of the aircraft.

The model of control of the aircraft, with participation of the operator, works
based on the principle “tracking with pursuit” or tracking with compensation. In the
system pilot-operator, the operator observing the quantity of the input and output
signal of the system attempts to reduce to minimum the mismatching between the
target and the tracking grid [2, 4].

To adequately describe the work of the operator in the control system, their
transmitting function (or another mathematical definition) has to reflect the main
characteristics of the operator as a

- ability to part of the control system. The main characteristics of the
operator are:

- temporary delay of their reaction by the input signal;

- ability to adapt to the dynamic characteristics of the object of control and
the character of the input signal impact;

- ability to react to deviations of the parameter from the predefined quantity,
to its derivative and the integral of the deviation from parameter;

- intensify the quantity of the force applied on the controls;

- non-linearity of the operator’s characteristics;

- functioning of the operator within the control system as a multi-channel
unit;

- dependency of the quality of operator’s control upon their psycho-energetic
potential.

There are various models (linear, non-linear) in existence that describe the
work of the operator, including the abovementioned characteristics. The linear
models, which are the most convenient from an engineering point of view, have been
developed in details and have been widely applied. These, however, possess certain
disadvantages:

- they do not consider to a sufficient degree the ability of the operator to
forestall the process;

- they are not capable of explaining the experimental data which indicate
that in some occasions the operator manifests discreet behavior.

With a linear model of the operator in tracking mode, they are regarded as a
unit of the tracking system and can be described with transmitting function. It is
assumed that the transmitting functions of all the operators possess identical
structures and their individual characteristics are given an account of through the
values of the coefficients of the transmitting functions. The model of the operator
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provides not an accurate but an approximate account of the characteristics of the real
operator.

To obtain the calculated values of aircraft’s controls deflection depending
on the angles of mismatching

8BI/I = 6BI/I (81 - ng)’ Sen = Sen (Bl _B].T) !
the following transmitting function of the operator is proposed:

_ Kee ™ (Typ+1)K, ,

(2) -
WalP) (Top+1)Tep +1)

I

where 71 is the time characterizing the delay of the reaction to the input signal;

- Ko — coefficient of intensification of the operator;

- T1 — constant coefficient, characterizing the ability of the operator to
differentiate, i.e. to react to the speed of change of the input signal;

- T, — constant coefficient of the inertial (aperiodic) unit of the operator;

- T3 — constant coefficient defining the neuro-shoulder reaction;

- K1 coefficient of intensification of the neuro-shoulder unit.

The structural scheme of the preliminary function of the operator is
illustrated on Fig. 1.

K,
Tp+1 |

Tp+1

Fig. 1. Structural scheme of the transmitting function of the operator

The first unit responsible for receiving data from the instruments and
processing the signals, in its dynamic characteristics is an intensifying unit with a
delay function.

The second unit is a calculating element, performing intensification and
differentiation of the received signals — it possesses the characteristics of
intensifying, inertial and boosting units.

The third unit according to its dynamic characteristics is inertial and reflects
the neuro-muscular influence on the object of control. Experiments show that the
operator changes their transmitting characteristics depending on the quantities of the
controlled object and the type of the functions of the interference. Experience,
training and fatigue influence the type of the transmitting characteristics, i.e. the
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operator does not possess a certain, defined transmitting function but they can “tune”
for work in accordance with any given function of a certain class.

For a certain type of tasks and specific aircraft the values of the coefficient
of intensification Ko and K1 and the constant coefficients Ty, T2, and Tsand t vary in
small range.

The transmitting function of the operator is used to calculate the angles of
deflection of the controls of the aircraft when mismatching signals are fed to it.

€1—€1p Opy
W ’
BBy | MO

Fig. 2. Transmitting function of the operator

Using the Taylor series and restricting it to the use of only the first two
members

@) e ™P=1-1p,

and introducing the symbols:

(4) € — 81 = &115
Br =By =Bu1
we obtain:

(5) 831/1 —_ KC.B (Tlp + 1)(1_ ‘Cp) ;

& (sz + 1)(T3p + 1)

Spe _ Kee(Tip+1M1-1p) |
B11 (sz + 1)(T3p + 1)

where K.= KoK is the summary coefficient of intensification.

The higher the value of T1 is, the more difficult the control process becomes
for the operator. Moreover, the necessary intensification of T requires greater
precision in determining the speed of change of the input signal of the operator.

With a proficient enough operator the transient process fades faster, if the
following values of the quantitates t, Ty, T2, and Ts are adopted:

(6)

(7) t=0.1sT1=0.1s,T,=0.1s,Tz=0.15s.
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From formulas (5), (6) and taking into consideration (7) are obtained the
following differential equations for the longitudinal and lateral channel of control:

(8)  8,,+205,,+1005,, =K, +100e;,K,,.
©) Oepr 203, +1003,, =B1,K . ~100By; K.
Introducing the symbol:
(10) z,=9,,+205,, +K &,
after differentiation we obtain:
1) 2, =98,,+205,, + K &
Then from equations (8) is obtained:
(12) 2, =100Ke,; —1005,, -
Introducing the symbol:
(13)  z,=8,, +K,é
from formula (10) is obtained:
14)  z,=27-203,,.
From formula (13) it can be written:
(15) 8, =25 Kty

After integrating with zero input conditions:

(16) 3, =2, - K&

BHU

And, finally, from equation (8) is obtained the system:

6BI/I
2,=2,-2008,,;
11 = 100KCB811 _1008BH

=2, —Ku&;
(17)

Analogically, from equation (9) is obtained:

147



Ben =24 + KePas
2,=25-200,,;
23 = _100KCCB].1 _1008614'

(18)

As a result of the integration of these equations are obtained the angles,
required for control of the aircraft:

(19) 63 = 6131/1 + 83.6:111;
Oe = Oeu ,

where: 8.4, dcu are the values of the angles of the elevator and the ailerons, calculated
using the transmitting function of the operator;
ds.0ax — the balanced value of the angle of deflection of the rudder.

Conclusion

The problem of mathematical modeling of the movement of an aircraft with
the use of the transmitting function of the operator consist in determining the
summary coefficients of intensification K., K. based on the minimal time of fading
of the preceding process using the accepted values of the quantities T1, T2, T3, T and
known symbols in the transmitting function for the longitudinal and lateral channels
of control.
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MOJEJI HA OIIEPATOPA 3A YIIPABJIEHUE
HA JIETATEJIHUS AITAPAT 1P MATEMATHYECKO MOJEJIMPAHE
HA IBUKEHUETO

0. Cmoiikoe

Pe3rome
3a ynpaBieHne Ha JeTaTeTHAS anapaT MPH MaTeMaTHIeCKO MOIETHpaHe Ha
HEroBOTO ABMXXCHUEC C IIPHUIECIBAHE 110 3€EMHHU ILCIIN CE IIp€jiara M3IIOJI3BAHE Ha
npeaaBaTeiiHaTa (byHKIlI/ISI Ha oneparopa, npeacTaBjidBalia JUHSCH MOACI B PEKHUM
Ha CJIC/ICHE.
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