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THIN VISCOUS ELLIPTICAL ACCRETION DISCS
WITH ORBITS SHARING A COMMON
LONGITUDE OF PERIASTRON
IIL. NUMERICAL EVALUATIONS OF THE VALIDITY DOMAIN
OF THE SOLUTIONS

Dimitar Dimitrov

Space Research Institute - Bulgarian Academy of Sciences

Abstract

We have investigated the validity domain of the dynamical equation which defines
the structure of a two-dimensional elliptical accretion disc model of Lyubarskij et al. [9].
Only cases with integer powers in the viscosity law n ~ 2" are considered, namely n = -1, 0,
+1, +2 and +3 (4 is the viscosity coefficient, X is the disc surface density). This approach is
adopted in view of the fuct that the analytical expressions for the dynamical equation for
these particular values of n are already derived in un earlier paper [7]. As a mathematical
problem, we have to solve a second order ordinary differential equation with initial
conditions — two arbitrary constants ¢, (the value of the eccentricity) and its derivative e,
for a given fixed value of the focal purameter p, of a selected elliptical trajectory. in the
present paper we have chosen the following grid of values: e, = 0.00, +0.20 and +0.50 ; ¢,
varies by step 0.01 accordingly from —1.00 t0 +1.00, from —0.80 10 +1.20 and from -0.30 to
+1.50. The independent variable u in the dynamical equation is defined as a logarithm of
the focal parameter p of the elliptical particie trajectories, i.e., u = In p. Respectively,
e=efu e, é, nande=éfu e, e, nj Bythedefinition of the problem, each eccentricity
¢ must be a real function and from physical reasons the inequalities | efu) | < I,
]é(u)| < I and | e(n) — efu) | < ! must be satisfied for every 3-tuple of parameters (e, e,
nj. Then the dynamical equation is solved by means of numerical methods and the range of
variation of u where the above restrictions are satisfied is found out. For each of the 15
combinations (n, e)) the permitted range of variation of u as a function of ¢, is presented
graphically.



Introduction

Accretion flows in astrophysics are widely occurring phenomena. They are
established for certain to exist around protostars, accreting compact objects in binary
stellar systems, and also around supermassive black holes at the central regions of
galaxies. In other words, configurations taking the form of flattened discs are
commonly observed in astronomy. When accretion discs are highly flattened, the
material in these objects typically orbits in circles, such that the centrifugal force toa
first approximation balances the gravitational atiracting force. The latter is often due
to some external gravitational potential into which the matter has fallen, but can also
(in part or in whole) be caused by the self-gravity of the material itself. Standard
accretion disc theory describes the viscous evolution of flat circular discs around a
single object (ordinary star, white dwarf, neutron star or black hole). However,
accretion discs are often distorted in various ways. A disc around a single star may
be composed of non-coplanar or elliptical orbits of its particles, resulting in a warped
oreccentric disc, respectively. In addition, discs in binary and protoplanetary systems
are tidally distorted by the presence of the orbiting companion. To describe of these
phenomena, during the recent decade semi-analytical methods are developed and
applied . They bring us nearer to the solution of these essentially three-dimensional,
nonlinear problems [1]. Consequently, the simplest disc models are those whose
disc elements follow circular orbits around a central potential in the same plane, But
due to interactions with external forces, the discs are often neither coplanar nor
circular,

[t should be noted as well that a certain amount of work has also been done
oneccentric and non-planar particle discs around planets. In this connection, it may
be noted that the situation with regard to fluid discs is much less clear. Narrow
planetary rings are often observed to be non-circular, exhibiting sometimes rm = 1
(eccentric ring) or m =2 distortions. This phenomenon can occur because the action
of viscosity through the shear can destabilize non-axisymmetric density waves (viscous
overstability). Another possible cause is parametric instability caused by a tidal
interaction with a companion satellite. Such situations may also occur in larger in
larger scale discs. There, viscosity is again capable to excite eccentricity rather than
to cause it to decay. It makes sense to postulate that a combination of tides and
parametric instability is causing disc eccentricity in dwarf novae stars, inspite of the
circumstance that the conditions required for these instabilities (they depend on the
viscosity law) are not understood sufficiently well at present. It is worth to note that
an opportunity for cross-comparison between planetary ring dynamics and gaseous
accretion discs is a promising perspective for better understanding of the
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conditions required for viscosity-driven non-axisymmetric distortions to occur in
discs. The preliminary results obtained at this stage are not essentially new but serve
as an important test for disc models. This stimulated the collaboration between
astronomers whose aim is studying the properties of eccentric discs in binary stellar
systerms.

Discs can become non-planar and/or eccentric due to interaction with the
exiernal constraints. For example, in the protostar field, most stars have binary
companions and they form in crowded regions. Thus, protostellar discs are likely to
be subject to interactions with companions or even with passing interlopers. It is
also possible that when two stars come together to form a binary star, there can be
an exterior protostellar disc surrounding the binary system as a whole. Dynamically,

the impact of the stars affects the discs, but there 1s also a response reaction of the
disc on the orbits of the stars themselves. It was shown, however, that even for the

most compact star-forming environments known, disc penetrating encounters leading
to capture of the star would be rare, with the probability of such an encounter being
approximately 10 % over adisc’s lifetime. But if the mean free-path in the star-
forming core is sufficiently small so as to allow close encounters between young
stellar objects on a time scale that is shorter than the lifetime of a protostellar disc,
then the tidal interaction between a secondary object and the disc of the primary
may nonetheless be a dynamically significant event in the disc’s history.

S. Goodchild and G Ogilvie have applied an eccentric accretion disc theory
in a simplified form to the case of superhumps in SU Ursae Majoris cataclysmic
variables and other similar systems [2]. In their model the disc contains 3:1 Lindblad
resonance and it is believed that this resonance leads to growth of eccentricity and a
modulation in the light curves due to the interaction of precessing eccentric discs
with tidal viscous damping of eccentricity. These authors first worked out the theory
in the simple casc of a narrow ring and they arrived at the conclusion that the
eccentricity distribution is locally suppressed by the presence of the resonance,
creating a dip in the eccentricity at the resonant radius. Application of this theory to
the case of superhumps in close binary stars confirms observationally this conclusion.
It also gives possibilities for more accurate expressions for the precession rates of
the discs than has been previously accomplished by means of simple dynamical
estimates.

Time-resolved spectroscopy of the nova-like variable UU Aquarii is analyzed
with eclipse mapping techniques to obtain spatially resolved spectra of its accretion
disc and gas stream as a function of the distance from the disc centre in the spectral
range 3600 + 6900 AThe interpretation of the eclipse maps suggests that the
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asymmetric structure in the outer disc, which was previously identified as a bright
spot, may be a signature of an elliptical disc similar to those which probably are
present in SU Ursae Majoris stars during outbursts [3]. The possibility that
protoplanetary gaseous discs are dynamically unstable to axisymmetric and non-
axisymmetric gravity perturbations is studied by E. Griv [4]. This investigation includes
also perturbations that are produced by spontancous disturbances. The analytical
treatment of these phenomena (with characteristic scales larger than the vertical
scale-height) is realized by using a local Wentzel-Kramers-Brillouin (WKB}) approach.
‘This paper reveals an interesting connection between non-axisymmetric accretion
discs and their clumpy structures, which are gravitationally bound. The latter can
collapse to become giant planets. There is an important feature of the planetary
formation process. Namely, gravitationally unstable non-axisymmetric (e.g., spiral)
perturbations can effectively transport both the angular momentum and the mass in
a spatially inhomogeneous disc. Another investigation of the action of gravitational
perturbers in thin cold astrophysical discs is carried out in paper [5]. Two types of
density structures are found, depending on the mass of the perturbing body and on
the amount of momentum transport in the disc. A gap around the whole circumference
of the disc is opened if the perturber is more massive than a certain threshold. In the
opposite case, a local S-shaped density modulation s generated (the so called
“propeller”). [t was found that the large-scale appearance of the “propellers” does
not depend on the details of the scattering process but mainly on the effective strength
of gravity perturbations. The solutions of the problem show that the characteristic
spatial extentions of the structures depend on the mass of the perturber and the
viscosity of the disc. This conclusion is in agreement with the already known result
of the theory that the tidal torques exerted by a binary system on an accompanying
disc may limit its spatial scope. Examples of such occurrences are an accreting
protoplanet that is embedded in the nascent disc and which may clear an annulus
about its orbital path, or a massive binary system which may maintain a cleared
cavity within a circumbinary disc. The disc response may be studied as a function of
binary mass ratio, separation between stars, inclination of the disc with respect to
the orbital plane and the disc thickness. Theoretical considerations demonstrated
that differentially rotating discs can precess approximately as rigid bodies provided
the precessional timescale is sufficiently long when compared with the sound-crossing
timescale for the disc. For self-gravitating disc models it was established that the
usual condition for instability to non-axisymmetric perturbations is insufficient to ensure
fragmentation and a higher level of instability, than is usually considered, appears to
be required.
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Numerical and analytical studies of accretion discs are motivated through
reference to recent observational and theoretical results. In particular, in this respect
the considerations connected with the new observational investigations on binarity
among young stars should be mentioned. The analysis of nearby star-forming regions
has revealed that the young stellar objects have a binary frequency in excess of that
found for field stars. Roughly half of the current sample of these binary stars are
associated with optically thick, geometrically thin, circumstellar accretion discs. It
was found that the peak in frequency distribution over binary separation occurs at
about 30 a.w., which is less than the typical disc sizes, which are about 100 a.u.
These conclusions are based on the observational studies of nearby star-forming
regions. Rotation of the accretion disc matter provides centrifugal support withina
preferred plane which gives a geometrically thin circurnbinary/circumstellar disc that
is pressure supported perpendicular to that plane. In an early epoch the surrounding
envelope of matter is cleared through the action of the stellar wind, giving exposed
young stars/star and circumbinary/circumstellar disc, respectively.

Non-planar (or warped) accretion discs might be set up by the tidal forcing
due to an inclined-orbit binary. Evidence of the non-planarity of binary orbits and
disc planes is provided by the low inclinations of gas giants in the Solar system.
Further, a small asymmetry in the inner regions of the dusty disc associated with
Pictoris has been interpreted as a warp gencrated by possibly a Jupiter-mass body
on an inclined orbit embedded into the interior to the disc. Asymmetries found on
the scale of the disc in this binary system might also have been caused by a stellar
encounter.

Physical restrictions and features of the considered accretion
disc model

In binary stellar systems the disc matter is continuously replenished by the
denating companion through the mass transfer stream, which strikes the outer parts
of the disc and causes a “hot spot” event. The latter is not expected to significantly
affect the accretion disc dynamics. But if the rate of mass transfer is insufficient to
maintain the disc temperature above the ionization temperature of hydrogen (i.e.,
6000 K}, then the disc can switch from an optically thin state to an optically thick
state. This leads to thermal instability and outburst behaviour when the accretion
rate may increase by two orders of magnitude and the disc may expand to fill the
tidal radius of the compact object on time scales of weeks to months. In our further
considerations we fully exclude such an obvious non-stationarity and concentrate
only on the stationary accretion discs. It is also preferable to exclude explicitly
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the detailed treatment of the thermal processes because the emission processes are
always found to be specific to particular astronomical objects, and give little
opportunity, if any, for cross-field fertilization. This remark 1s essential to be made,
because our model of the accretion disc is not so detailed to be compared immediately
with the observations. However, attention must be paid to these parts of the disc
where the energy is dissipated as this can have feedback into the disc structure and
thus affect the angular momentum transport.

Although astrophysical discs come in a variety of forms and have a wide
range of length scales changing from planetary to galactic sizes, there can be a lot of
common ground between them because of similar underlying dynamical properties.
For this reason, research problems in the area are grouped together according to
similarity of dynamical properties, rather then under astronomical field. Consequently,
the investigation efforts may include researches in the general areas of hydrodynamics,
magnetohydrodynamics, stability of self-gravitating difterentially rotating systems and
the theory of turbulent dissipative fluid systems as they relate to astrophysical discs.
Both analytic approaches and numerical simulations are to be involved. In the present
study we shall use analytical results about elliptical accretion discs obtained for
particular samples of the viscosity law. Thesc are already published in an carlier
series of papers [6], [ 7], and [8], where the expressions of the dynamical equation
{govemning the structure of the disc) are given in explicit form. Here we continue the
investigation of their properties. More specially, we concentrate our attention on the
determination of the domain where the solutions are not only mathematically well
defined, but also have reasonable physical meanings. Because of the complexity of
the analytical expressions, the methods for solving the equations are purely numerical.

Another simplification of the accretion dise mode! considered by us should
be mentioned. In fact, this is the elliptical disc first investigated by Lyubarskij et al.
[9], where the internal torque is derived consistently from the basic fluid-dynamical
equations within the context of the a-thcory. The latter means that the assumption
that effective dynamic viscosity is proportional to local pressure is valid for the entire
disc. But large-scale electromagnetic fields are not included info consideration. This
situation may not always correspond to the real objects in nature. Gaseous discs are
observed around compact components in interacting binary stellar systems and around
very young stars, which are still in the process of forming. They also occur around
massive black holes in active galactic nuclei. Such discs consist of highly ionized
plasma, therefore in them magnetic, as well as purely hydrodynamic processes,
have to be taken into account. The effect of the magnetic field of surface
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strength B~ 1 T (over the surface of the secondary star} on the accretion disc
structure is examined by Pearson [10]. The theory of precessing dises and resonant
orbits is generalized to encompass resonances of higher order than 3:2 and is
shown to retain consistency with the new mass ratio of the star AM Canum
Venaticorum, Such investigations show that neglecting the magnetic field in the
accretion disc model of Lyubarskij et al. [9] considered in the present paper may
have additional difficulties if we try directly to compare it to the observational data.
As mentioned also by Shalybkov and Rudiger [11], the presence of an imposed
vertical magnetic field may drastically influence the structure of thin accretion discs,
Ifthe field is sufficiently strong, the rotation law can depart from the Keplerian one.
Of course, this situation is very different from that which is described by the dynamical
equation derived in [9].

Neglecting the three-dimensional structure of the aceretion flows may have
important consequences. When the latter cannot cool via emission of radiation, they
become vertically thick and nearly spherical. Thus, they are intrinsically
multidimensional. Let / be the half-thickness of the disc at distance R from the
center of the compact star. If the accretion disc is thick, so that H = R and the Mach
number M= 1, then all the thin disc approximations break down simultaneously. In
particular, we may no longer neglect the radial pressure gradient, nor may we assume
that the temperature gradients 77/8z >> 72 T/J R, where z is a coordinate
perpendicular to the central disc plane. We also cannot neglect the heat flow in the
radial direction. Thus, the accretion disc 1s no longer Keplerian, and the splitting of
the solution of the disc structure into aradial part and a part perpendicular to the
disc plane is no longer valid. The above remarks concerning the three-dimensional
nature of accretion flows are valid not only for gaseous matter but also for dust
composed discs. Such accretion discs exist around protostellar objects and are
almost certainly self-gravitating during the early part of their lives, although at later
times the central star dominates the gravitational potential. Albeit a dust shell may be
located at quite a distance from the central binary star (up to about 1000 a.w.}, it can
be viewed as a remnant of a tidally-disrupted accretion disc. This seems to indicate
that the disc and the orbits of the dust particles are not necessarily coplanar in the
pre-main sequence stellar systems. Similar difficulties in simulations of accretion
flows arise when chumping of the matter has 1o be taken into account. The formation
of collapsed objects during the clumping of the material in a circumstellar discs is
very hard to model numerically because of the huge range of spatial scales which are
involved in the problem. Numerical experiments also demonstrate that failure to
resolve the vertical structure of discs leads to greate errors in the numerical
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solution for the evolution of the entire physical system. While the two-dimensional
simulations allow much higher linear resolution in the two dimensions which they
actually model, they do so at the cost of requiring that some assumptions must be
made about the character of the system and its behavior in the third dimension. In
the elliptical disc model of Lyubarskij et al. [9] investigated by us, where in fact an
analytical description is used, the two-dimensional approach ensures that the final
dynamical equation is a second order ordinary differential equation. This simplification
of the problem is accompanied by the assumption of existence of local hydrostatic
equilibrium at each point of the disc in the vertical z-direction.

But even when the third dimension is “eliminated” by means of appropriate
assumptions about the vertical structure of the disc (i.e., 1t is not included explicitly in
the dynamical equation}, there are, of course, other inhomogeneities in the two-
dimensional disc plane which complicate the analytical and numerical analysis. In the
elliptical disc of Lyubarskij et al. [9] one such global inhomogeneity, namely the disc
ellipticity, is incorporated into the description of disc equations. In that model global
structures like spirals not taken mto account. For example, the latter can arise due to
shock waves, but they are not included inte the model {9] because the quantities
(e.g., the determinant of the metric, the introduced auxiliary functions, etc.) which
are used, become divergent in that case. Consequently, the derived formulae in [9]
are not appropriate to describe these complicated situations despite their closer
similarity to the reality. This circumstance is, unfortunately, an additional reason
obstructing the comparison “theoretical model — observations™. The same is the
case with the conclusion that the spirals contribute by about 16 and 30 percentsto
the total line flux, respectively, for the He and CN4650 emission lines [12]. It is
interesting to note that the comparison of the Doppler and eclipse maps for IP Pegasi
reveals that the Keplerian velocities denved from the radial position of the spiral
shocks are systematically larger than those inferred from the Doppler tomography.
This indicates that the gas in the spiral shocks has sub-Keplerian velocities — another
distinction from the model considered in the present paper.

The difficulties concerning the description of accretion disc structure become
even more trouble some when the fragmentation into local density blobs must be
included. These problems are by necessity solved by means of numerical methods.
As computers become more powerful, the studies previously limited only to local
patches of the accretion flows may be now expanded into global studies that
encompass the entire disc. But in this area of investigations much must be done to
overcome various obstacles. In particular, from the numerical simulations it follows
that an error in the cooling rate as large as a factor of two will be sufficient to
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suppress or enhance the fragmentation in a simulation, which would othetwise follow
a very different evolutionary path [13]. An error of factor of two in the cooling rate
will be equivalent to an error of =~ 20 % in the photosphere temperature, due to the
T ;! dependence of the cooling on the temperature.

It would be stressed that a description of a real physical system (more
specially, when it must be compared with the observational data) requires not only
analyticatly or/and numerically valid simulations, but alse relevant initial conditions
and a correct and complete physical model. As mentioned by A. Nelson:
* . Numerically valid sinulations will be interesting only to the extent that they model
real systems with real physics. The important point to take from these discrepant
results is that not only do questions of numerical validity remain to be addressed, but
also the physical models.” [13]. Definitely, such conchisions remain valid also for
analytical treaiment of the problems, which concern the dynamics and structure of
accretion discs.

Concrete values of the parameters and numerical evaluations of
the validity domains for disc dynamical equation solutions

Briefly summarizing the results already obtained in the previous papers [6]
and [7] about the accretion disc model worked out by Lyubarskij et al. [9], we shall
remind that the viscosity coefficient #71s related o the disc surface density 2'via the
relation 7= £ 2", Here 15 a constant and the power n may, generally speaking,
vary continuously within an interval with upper and lower boundaries determined on
the basis of physical reasons, corresponding to the accepted accretion disc model.
It is worth to note that the description of the disc given by Lyubarskij et al. [9] isan
extension of the standard « - disc theory of Shakura and Sunyaev [14] to the case
of accretion flows with elliptical orbits of the particles around the central star. n
view of the fact that we have obtained eatlier explicit forms of the dynamical equation
only for five values of the power # [ 7], we limit our results in this paper also only to
these particular values of #. Namely, our investigation of the validity domains is for
the following fixed values:
n=-1,0,+1,+2 and +3.

The dynamical equation determining the structure of the considered station-
ary accretion disc [9] is a second order differential equation. Henee, its solutions
depend on two arbifrary integration constants. It is appropriate to choose as such
constants the values of the eccentricity e and its derivative e at a given value u,
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of the argument. Each ellipse is described by its eccentricity ¢ and focal parameter
p. According to Lyubarskij et al. [9], it is plausible to make a transition to a new
variable ¥ = /n p. Having in mind that for a circular orbit p 1s equal to the radius rof
the orbit, the above substitution simply means that we have introduced a logarithmic
scale to characterize the spatial size of the elliptical orbits of disc particles. [ yubarskij
et al. [9] allow variations of i in the interval from u = -3.0 (innermost orbits of the
disc) to # =+3.0 (outermost orbits of the disc). We shall keep these limits in the
present study. The intermediate value = 0.0 corresponds to p =+1.0. We have
accepted this value as a point where the initial conditions are fixed also. Therefore,
we introduce the following notations: p, =+1.0,u = Inp, =0.0, e= e(u ) and
€,=Oe{ u)ou |- I the next we have selected to investigate the solutions of the
dynamical equation for three different values of e, for every fixed value of # ; namely,
¢,=0.0,+0.20 and +0.50 . This choice ensures 15 combinations corresponding to
the above representative discrete sample of values for nand ¢, . In connection with
this [attice of values, an important remark must be made on the signs of the eccen-
tricity e(«) and its derivative é(u)= Oe(u)/Ou (In particular, this concemns ¢ and ¢, ).
By its way of deriving and by the formulation of the task itself (all particles’ trajec-
tories are postulated to be ellipses which apse lines are in line with each other), the
dynamical equation has a symmetry in respect to the change of the sign of the eccen-
tricity e(u). The latter operation automatically does so with the signs of the deriva-
tives é(u) and (). In other words, if the periastron of an ellipse lies on the positive
part of the abscissa, then its mirror ellipse with a periastron on the negative part is
also a solution of the dynamical equation. This symmetry property can easily be
seen from the explicit forms of the considered equation given for integer values of
the power # [ 7]. The just above-mentioned characteristic must not be misleadingly
identified with the possibility that some cllipses may have positive eccentricities (to
say, in the inner parts of the accretion disc) and negative eccentricities (to say, in the
outer parts of the same disc) and vice versa. Of course, if the accretion disc under-
goes a mirror transformation as a whole (i.e., all ellipses change the signs of the
eccentricities and their derivatives), formally the geometry of the accretion flow
changes but physically the situation 1s not different. For this reason, we shall not
include in our examples negative values of the constant of integration ¢,. Negative
initial values e, combined with negative/positive initial values of ¢  will correspond
to positive initial values of e, (with the same absolute values) combined with posi-
tive/negative values of ¢, (again with the same absolute values as the former &,).
Concluding this remark upon the signs of the eccentricities, it is worth to note that
the notion “negative eccentricity” was introduced by Lyubarskij et al. 9] simply to
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express analytically (and graphically) in amore compact form the global changes of
eccentricity through the entire disc. “Negative eccentricity” simply means that the
periastron of the ellipse (which really has a positive eccentricity with the same absolute
value) lies on the negative part of the abscissa. Such representation is useful when
there is a transition through the disc from one type of cllipses (with e(u) > 0) to
another type of ellipses (with e(x) < 0) and vice versa. Only for generality, we
mention that it 1s also helpful to use eccentricities which have complex values [15].
But this notion makes sense when more general modets of accretion discs (where
the simplification that the orbits share a common longitude of periastron is not already
valid) are investigated. For our purposes such a complication is only an unnecessary
“exotic”.

Selecting the values of the parameters n and ¢, we arc ready for each
couple (n,e,) to vary the second integration constant namely ¢,. This variation is
performed with a much denser grid of points. The step of increasing of ¢, is chosen
to be (.01 and the grid covers uniformly an interval of length 2.00. The initial (lower)
and, correspondingly, the final (upper) boundaries of the interval are determined on
the basis of the following reasons. A priori (by the definition of the problem) the .
eccentricity of the orbit e(u) may change continuously from —1.0 (degenerate ellipse
whose periastron has negative abscissa) to +1.0 (degenerate ellipsc whose periastron
has positive abscissa). The intermediate case e{#) = 0 corresponds to a circular
orbit. In the original paper of Lyubarskij et al. [9] three auxiliary functions Y (e.é,
n ), L(eé.n o) and W(e,é.n ;@) arc introduced. They are averaged over the
azimuthal angle ¢ by integrating over ¢ from 0 to 2x. Then the coefficients of the
dynamical equation of the elliptical accretion disc are expressed through these functions
and their first partial derivatives with respect to e and é. Note that in contrast to
paper [9], we use the overdot symbol ("} to designate differentiation with respect to
the variable « instead of differentiation with respect to time ¢. Such a change is not
confusing because we consider only stationary accretion flows ([6], [7] and [8]). As
pointed out in [6], an explicit computing of the angle averaged coefficients of the
dynamical equation in the case of integer # (1 =-1, 0, +1,+2, +3) requires analytical
evaluations of seven integrals over the angle ¢, which we denote as [ (e.é.n)....,
I, (e€,n). Their integrands contain in the denominators multipliers of the following
type: [1 +(e—é)cosp)”* ' and [1 + (¢~ ¢)cosg]"*? (see equations (5) + (7) in paper
[6] ). When [e(u) — é{2)]cosp =-1, singularities arise which cannot be cancelled out
by means of the other muitipliers in the integrands. To avoid this peculiar situation, it
is necessary to impose the condition! e(u) — é(x)| < 1, which ensures that the
integration over the azimuthal angle ¢ will not lead to divergences of the integrals
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L{e.én),.... 1, {e.,n). 1f we do so, the same inequality must hold also for the
particular values of the eccentricity e= e(x,) and its derivative é = é(u,) ¢, ¢ |
<1,i.e,-1 <e,~¢,<+1.Having in mind that the initial value ¢ (¢, = 0.00, +0.20
and +0,50 in our computations) is already fixed when we begin to vary the second
initial value ¢,, we can write: -1 —¢, <-¢ <1 -¢,, or multiplying by —1, we have:
-1+e¢,<¢é<1+e,. Consequently, for our particular choices of e, we obtain the
following intervals for variation of the parameter ¢ :

l.e,= 0.00;then—-1.00<¢ <+1.00;

2.¢,=10.20 ; then-0.80 <¢ <+1.20;

3.e,=+0.50 ; then -0.50 < ¢, <+1.50.
We emphasize that the above restrictions on ¢, ensure that the divergences genet-
ated by the averaging over ¢ (1.e., averaging over the full elliptical trajectory lenpth,
corresponding to an arbitrary fixed value of'the focal parameterp(oru = Inp)are
avoided. But the elimination of the angular coordinate ¢ from the following sequence
of mathematical manipulations and, possibly, other physical simplifications, does not
guarantee that new divergences would not arise. For example, we may have ex-
pressions whose denominators include quantities like the multipliers e(u), é(u), 1 -
[e(1) —é(u)], etc., taking zero values for some values of the independent variable
u ={n p. Fortunately, these complications, in fact, do not generate unresolvable
difficulties. By means of the L"Hospital’s theorem (namely, that which resolves inde-
terminations of the type 0/0), 1t may be seen that analytically the divergences, caused
by the nullifications of the denominators, cancel out by the nullifications of the corre-
sponding norminators. As a result, the expressions are not divergent. However,
troubles may arise at these singular points, when the expresstons are evaluated with
the help of numerical methods, because of the finite step of the lattice. This circum-
stance has o be taken into account when the numerical approach is used.

After the choice of the three parameters n, e,and ¢, is already done, we are
in a position fo vary the parameter u (i.e., the focal parameter p; u =/np). Confi-
ning ourselves to the directing paper of Lyubarskij et al. [9], we limit the range of
variation of u from —3.0 to +3.0. In this paper we have varied u by step 0.001,
which enables us to obtain more than enough dense grid of solutions of the dynamical
equation. The latter is a second order ordinary differential equation with already
fixed initial conditions ¢, and ¢ , and we have solved it numerically using the standard
techniques for numerical solving of such equations. As discussed above, from physical
point of view we have to select only these solutions for the eccentricity e(w) which
satisfy simultaneously the following three inequalities] e()] <1, | é()| <1 and
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|e(u)—¢é(u) < 1. Having a grid of 6000 solutions for different values of u (remind-
ing that », e, and &, are fixed earlier), it is not difficult to establish the boundaries
within which the above conditions are satisfied. Using a linear interpolation, the
precision of the determinations is about 0.0001+ 0.00001. This accuracy is enough,
all the more we express the results graphically on Figures 1 +5.

Summarizing all the parametrization of the task, which we have applied, we
have chosen 15 ordered tuples (n, e} (n=-1,0, +1,+2,+3 ; ¢, = 0.00, + 0.20,
+0.50). For each of them we have drawn two-dimensional plots in the plane (¢,
), giving descriptive representations of the domains of validity of the dynamical
equation. The regions shaded by vertical lines on figures 1 + 5 denote the physically
meaningless areas of solutions where the above mentioned three inequalities
| () J <1, ] e{u) } <1and | e(u) — é{u) | <1 are not satisfied. The remaining
unshaded (“white™) regions are the domains of validity we are seeking for in the
present paper. The boarders between the “permitted” and “forbidden™ zones are
delimited by thick curved lines.

Discussion and concluding remarks

Each of the graphics represented in Figures 1 + 5 (for preliminary fixed
values of nand e,) gives a visual illustration about the set of all possible solutions for
the entire (global) accretion disc. For a given viscosity law # = 5 27 (n 1s fixed ; the
value of the constant £ is meaningless for our consideration) and selected initial
conditions ¢, and ¢, the focal parameter of the elliptical trajectories of disc particles
must obey the restrictions imposed according to Figures | + 5. This ensures that the
eccentricities e(u) and their dertvatives é(u) will have physically reasonabile values.
Evidently, the freedom remains that between trajectories samples with different
eccentricities may be present, varying from the inner to the middle and to the outer
parts of the concrete accretion disc model. In principle, even if the dynamical equation
1s not explicitly solved, graphics like these in Figures 1 + S give to some extent an
idea of what properties of the solutions e{z) may be gencrally expected. In turn, this
information will be useful for more suitable choices of the initial conditions e and ¢,
which guarantee the uniqueness of the solution to the accretion flow.

[t1s evident from Figures 1a + Sa that when we choose the initial conditions
tobe givenonacircle (i.e.,e,=0; % =0;p=1), then the forbidden zones for u are
preferably situated in the upper half of the plane (¢, 4). An exception of this property
is the case n =0, corresponding to the absence of functional dependence between
the viscosity coefficient 5 and the disc surface density 2. In order to represent more
clearly the descriptive results from Figures I + 5, let us return to
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the definitions of the quantities «, focal parameter p and the eccentricity e{uw)=
e(p) [9]. If a and b are the major and minor semiaxes, respectively, of a single
elliptical trajectory, then its ecceniricity is given by e = (1 — o%/5? 2. Taking into
account that the focal parameter p of an ellipse is expressed through g and b as
p =h*a , we can write e = (1 — a/p)'”. Accepting the new variable u= /np [9],
this inversely means p= exp u. There is a subtle detail. The argument of the logarith-
mic¢ function must be dimensionless. So we have to express the focal parameter
p=b*a as a product of two multipliers. One of them has constant value equal to
unity and dimension of length —let us denote it by 1. The other multiplier is dimen-
sionless and its value is equal to the value of %/a. When the definition u= Inp s
introduced, just the second (dimensionless) multiplier, denoted again by the symbol
p because we are interested in the quantitative nature of the focal parameter is
implicitly subtended. Strictly speaking, we have to write the “dimensionally right”
focal parameter as p = Ixexp u , and hence, the quotient a/(I1xexp u) is thus
dimensionless. Making the above note, which is caused by the omission of the di-
mensional multiplier 1, we are sure that this simplification of notations does not lead
to any erroneous conclusions.

We also emphasize the fact that when we consider accretion discs with
elliptical trajectories of the particles, both semiaxes a and » may vary for different
regions of the flow. Consequently, in the general case ¢ and b are functions of u:
a=a(uyand b = b(u). When we write the expression for the eccentricitye=[1 -
a(u)/ (1 x exp u)]"? this does not mean that we have solved the problem at all, The
semiaxis a() is an unknown function of . Hence, the solution of the dynamical
equation is an unavoidable necessity in order to find the two-dimensional structure
of the accretion disc, Having in mind that both semiaxes a(x) and b(u} are limited
by the above functions (the disc has a finite size), it is possible to use the relation
e(u)=[1—a(a)}/( exp u) ]'? {we omit the multiplier 1) to make some conclusions
when we consider boundary constraints. Table | contains some values of exp u
when u varies within the interval [-3.0, +3.0].

Table 1

u -3,0 -2.0 1.9 0.0 +1.0 +2.0 +3.0

expu | 00498 | 0.1353 | 0.3679 1.0000 | 27183 | 7.3891 20.0855
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It is evident from these data that exp u changes up to 400 times from its minimal to
its maximal value in that interval. Roughly speaking, when # is “small” (i.e., u has
negative values close to—3.0), the quotient a(u)/exp u is larger in comparison to the
case when u is “large” i.e., » has positive values close to +3.0). Correspondingly, in
the first case the difference 1 — a(u)exp u will be smaller then in the second case.
In other words, it may be said to some naive extent, that the positive values of v
suggest more elongated elliptical trajectories and the negative values of u are
associated with orbits closer to circles.

Returning to Figures 1a+ 5a, only in the above sense we are able to conclude
that except the case # =0, the other cases n=-1, +1, +2 and +3 are more suggestive
for aset of orbits which are not very elongated. Relative to the systems of boundary
conditions given on “weakly” elongated ellipses (e, =+0.20 ; Figures 1b+ 5b) and
on “‘strongly” elongated ellipses (¢, = +0.50 ; Figures 1¢ + 5¢), this deduction does
not alter essentially when » =+1,+2 and +3. Some differences appear for n =-1
and 0. There are practically not upper limits for # in the considered ranges of vartation
of é,. Consequently, such accretion discs probably contain also a farger number of
high eccentricity orbital trajectories of their particles,

Another interpretation of the graphics in Figures 1 + 5 may be given. By the
definition of the task, the eccentricity e(u ;€40 €, 1) Must be areal function of « for
all allowed values of the parameters ¢, ¢, and n, This requirement was already
taken into account when the dynamical equation was solved numerically in order to
determine its validity range. Therefore, the permitted (unshaded) regions in Figures
1 = 5 already take into consideration this restriction. This meansthat 1 —a(u)p >
0, or a(u) <exp u. Taking a logarithm from the latter inequality, we obtain /n a{u)<
u. Consequently, it is possible to give a new interpretation of the results presented
in figures 1 = 5. They may be considered as restrictions on the major semiaxes of
the particle trajectories. Such limitations are imposed under definite values of the
parameters #, e, and €.

In conclusion, it should be mentioned again that despite the use of the
analytical forms of the dynamical equation, it was solved by means of numerical
metheds. For this reason we do not give denser grid with respect to the parameter
e, Moreover, we have not available analytical expressions for that equation in the
cases where the power » is not integer. Nevertheless, Figures 1 + 5 provide a
general picture of the validity range of the dynamical equation.
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Fig 1b. Casen=-1; Fig. jc. Casen =-1:
e, =+020 e, =+0.30

Fig. la. Case n=-1;
e, =0.00

Fig. 1. Permitted range of variation of u= /n p (p 1s the focal parameter of the
elliptical trajectory of a single disc particle) as a function of ¢ . The vertically shaded
regions are forbidden zones, which cannot be occupied by the focal parameters of
the disc orbits. The power in the viscosity law 7~ 2"isn=-1; e, isan initial value
of the eccentricity (i.e., an arbitrary integration constant), which we choose to take
three fixed values.
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fig 2a Casen =10 Fig 2b. Casen=10; Fig. 2c. Casen =10 e, = +0.50
¢, = 0.00 e, = +0.20

Fig. 2. The same as in Fig. 1., but the power in the viscosity law  ~ 2" isequal to
n=10,

mpoxd

Fig 3a Casen=+1; Fig 3b Casen=+t]; Fig 3¢ Casen=+1;
€, =N.00 e,=+0.20 e,=+0.50

Fig. 3. The samc as in Fig. 1., but the power in the viscosity law # ~ 2 is equal to
n=+1.
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Fig. da. Casen = +2; Fig 4b. Casen=+2; Fig dc. Casen=+42;
e, " 0.00 e, = +0.20 e, = +{ 50

Fig. 4. The same as in Fig. 1., but the power in the viscosity law n~Z° isequal 1o

Fig. 5a. Casen=+3; Fig 5h Casen=+3; Fig 3¢ Casen=+3;
e, =0.00 e,~+0.20 e, =+030

Fig. 5. The same as in Fig. 1., but the power in the viscosity law 11~ X" is equal to
n=-+3,
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TBhBHKH BHCKO3HH EJIMIITHYHHU AKPEHHOHHH
AACKOBE € OPBHTH HUMAIIIHM OBIIA AbB/DKHHA
HA IIEPHACTPOHA.

L YUCJEHH OIIEHKH HA OBJACTTA HA BAJUIHOCT
HA PEHIEHHUSATA

A. Jumumpos

Pe3ztome
Hue ¢cme uzcnenpamu oOnacTTa Ha BATMAHOCT Ha JMHAMHYHOTO
ypaBHEHHE KOETO OMpeHeNsA CTPYKTypaTa HAa €0UH JBYMEper MOJen Ha
CHHMIITHYCH AKPELMOHCH OUCK Ha Jlrobapceku u ap. [9]. Pasmexanu ca camo
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CaMo CITY44n Ha UENOvMCNeHN CTEMEHN B 3aKOHA 34 BUCKO3MTETA # ~ 27, 4
uMenno n = -1, 0, +1, +2 u +3 (# e xoeduuueATHT Ha BUCKO3UTETA, 2 €
[MOBBPRHOCTHATA OILTHOCT Ha ,uucxa). Ton NNoAX0MN © BB3NIIPHCT © OTTIEN Ha
(paKTa, He aHATTHTHYHHTE URPA3H 38 THHAaMHWYWHOTO YPaBHEHHE 334 TE3W YaCTHH
CTOMHOCTH Ha 7 ¢a ReUe NONYYCHM B ¢IHA 1o-panHa ctatia [7]. Karo eana
MaTeMaTH4ecka 3aga4a, Hue TpabBa Ja pelwum €AHO OOMKHOBEHO
HH@CPGHHH&HHO YpasHeHHe OT BTOPH p&j| ¢ HAYaAIHH YCIROBHA — ABC
IIPOM3BOJIHK KOHCTAHTH ¢, (CTOMHOCTTA Ha EKCHCHTPHLUTETA) M HETOBATA
MPOU3BOANA €, 3a elHa AaneHa (puKcHpaHa CTOHROCT Ha GOKATHHS TapaMeThp
P, Ha eHa H3DpaHa eNnNTHYHA TpaeKkTopHs. B nactosmara pabora nue cMe
u3bpanu cnegnara mpewa ot croiinocty: e, = .00, +0.20 v +0.50 ; ¢ Bapupa
c¢he creika 0.01 cworeeTro or —1.00 mo +1.00, o1 —0.80 o +1.20 u o1 -0.50
go +1.50. HezaBucumara npoMeHnHBa # B JHHAMHYHOTO ypaBHEHHE €
AedHApana KkaTo MOTApUTHM OT (OKATHUA mapamerhbp p HA eTHIITHUHHTE
TPaeKTOPUY Ha YaCTHLHTE, T. €, U = [n p. CHOTRETHO, e = e(u ; e, €, n)H é =
é(u; e,, é,, n). CrraacHo JeQUHUPAHETO HA 3a/1a4aTa, BCEKH €AWH
CKCLICHTPHUKTET ¢ Tpa0Ba fa Oh/le peallna (PyHKIHA U BL3 OCHOBA HA
M3N9ecKU Chobpakerus Tpsabea na 6bAaT YIOBICTROPEHHU HEPABCHCTRATA
qi)e(u) | < 1, |é(u)| < 1 and |e(u) —é(u) | < 1 3a BcAka eAHA MOAPECASHA
TpPoiiKa OT napaMeTpu (¢, , n). Torasa JMHAMHYHOTO YPABHEHHKE € PELIABAHO
¢ HOMOINTA HA YUCACHM METOAU W € HamipaHa 00nacTra Ha H3MECHEHHE Ha U
KbACTO Ca YAOBJSTBOPECHH TOPHUTE OrpaHUYUCHUS. 3a BCAkKa e€gHa ot 15
KOMOWHANHU (7, ¢,) IONycTHMAaTa 00IacT Ha M3MCHEHHE Ha ¥ Kato (yHKIHA
Ha ¢, ¢ peACTaBeHa rpaduyecky.
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Abstract

An analytical and numerical approach for penetration and ionization of cosmic
ray nuclei with charge 7 in planetary ionospheres and atmospheres is considered in this
paper. The efectron production rates are calcuiated wsing new formulas, which couple the
five main energy intervals in the ionization losses function (dE/dh). This is a five interval
function, which performs better approximation of the measurements and experimental data
in comparison with previous resuits for four interval ionization losses function. The
geomagnetic cut-off rigidities and the energy decrease laws for the different intervals are
used to create an intermediate transition energy region, which performs the coupling of the
five main intervals in the ionization losses function. A new sixth energy interval for charge
decrease in lower energies is taken into account, The case of vertical cosmic ray penetration
is considered. The atmospheric cut-offs are calculated for ¢ basic cases of atmospheric
depth valtes.

Key words: cosmic rays, ionization model, planetary ionospheres and
atmospheres, space weather

PACS Numbers: 94.10.-s, 94.20.-y, 96.40.-2

This work is supported by DFG (Deutsche Forschungsgemeinschaft - German Scientific
Research Society). The first two authors have Research Fellowship from the DFG (2005-2006).

24


mailto:pvelinov@bas.bg
mailto:lnmateev@bas.bg
http://94.10.-s
http://96.40.-z

Introduction

Cosmic rays (CR) are an essential factor in Earth’s environment affecting
physics and chemistry of planetary atmospheres [1, 2]. They are the main ionizing
agent for the lower and middle atmosphere. That is why the study of the influence of
cosmic ray penetration in the Earth’s atmosphere and ionosphere |3, 4, 5] is important
for understanding the solar-terrestrial relationships and space weather.

CR jonisation, excitation and dissociation are basic processes in the
atmospheres and 1onospheres of the other planets, too. For example detailed
calculations of ionization profiles are made for Venus [6, 7], Jupiter [8], and Saturn
[9]. It takes place also in the atmospheres of their satellites, for instance Titan [10],
which possesses a dense atmosphere, similar to the terrestrial atmosphere. There
are numerous CR effects in planelary atimospheres. A few examples arc shown here
for such essential CR infiuences.

Cosmic rays and electric ficlds and currents

1t is alrcady proved that CR influence atmospheric clectric fields and
thunderstorms. The high encrgy cosmic particles determine the conductivities in the
terrestrial environment. CR have also an effect on Earth’s global charge and global
electric circuit {2]. In [2] it is shown that main causes of thunderstorm discharges are
EAS (external atmospheric showers) which are generated by primary CR particles
with energy more than 10 eV. In {2] are described EAS discharge mechanisms for
descending lightning (from cloud to ground) and ascending lightning (from ground to
cloud).

Cosmic rays, clouds and climate formation

Many papers concerning relationships between CR penetration in the
atmosphere, cloudiness and climate formation are presented in the monograph [2].
According to works [ 11, 12], CR iomization is the basis of clouds formation. CR
determine the low cloud properties [2, 13]. The latitudinal dependence of low cloud
amount on cosmic ray induced ionization is established in [14].

Scveral possible causes of global climate change have been discussed in
scientific literature [2, 15, 16, 17, 18]: 1) internal variability in the climate system,
e.g., changes of atmospheric and ocean circulation; 2) large volcanic eruptions,
which are known to cause a sudden cooling lasting several years; 3) change of
concentration of greenhouse gases (the increase of atmospheric CO, concentration
during the last 100 years by about 30% has led to an increase of approximately
0.7°C in the global surface temperature); 4) orbital change of the Earth’s motion
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around the Sun; 5) changes in solar activity and CR inlensity. The last possible cause
is investigated in detatls in [2].

Some relationships between galactic cosmic rays and El Nifto-Southern
Oscillation trends are found in the International Satellite Cloud Climatology Project
D2. These relationships are investigated indetails in [ 19]. These relationships between
cosmic rays in the atmosphere, cloud formation and their influence on climate are
also treated in the review papers [20, 21, 22].

Some observations tending to investigate the nature of our Sun, in order to
find causes or symptoms of its variable emission of light and heat are presented in
the pioneer work of the famous astronomer William Herschel [23] yetin 1801, 1e.
more than two hundred years ago. A strong coherence between solar variability and
the monsoon phenomenon is established [24]. The altitude variations of cosmic ray
induced production of aerosols and some implications for global cloudiness and
climate are treated in {25].

A relationship exists between CR penetration and paleoclimate formation. A
cosmic ray diffusion from the galactic spiral arms is observed in [26]. CR propagation
reveals the spiral structure of the Milky Way and characterizes the ice age epochs
on Earth {27]. Cosmic ray influence is also in a possible relationship with the celestial
driver of phanerozoic climate [28]. A persistent solar influence on North Atlantic
climate during the Holocene 1s found also in [29].

Analytical models for CR ionization in planetary ionospheres and
atmospheres

All above mentioned processes and effects require the development of
quantitative models for CR influence on the atmosphere and the ionosphere. For
this purpose, amode! of lonization profiles due to cosmic ray particles with charge Z
in planetary tonospheres and atmospheres with multi-step energy interval
approximation of the ionization losses function is created [2, 30, 31]. The energy
decrease laws for different energy intervals of the ionization losses function are
formulated. The corresponding electron production rate formulas are derived [32,
33]. It isassumed that the calculated energies are positive for the given atmospheric

depth 7 and the projections {energy transformations) of the interval boundaries are

tocated in the chosen energy interval. This model is developed for CR protons,
Helium nuclei (alpha particles) [34] and nuclei with charge /> 2. Two interval [35,
36], three interval {37, 38] and four interval [39, 40] approximations of
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the ionization losses function dE/dh [1, 2, 40, 41] are taken into account. The

corresponding electron production rate profiles for p, o - particles (He nuclei), L,
M, H, VH groups of nuclei in the middle atmosphere and the lower ionosphere are
calculated [42,43).

The cnergy transformation laws were derived for the corresponding 5 interval
approximation in the case of proton penetration {44, 45]. An intermediate transition
region between neighbouring energy intervals was introduced [40]. But for more
detailed calculations, a better approximation with 5 energy intervals for cosmic ray
particles with charge Z can be applied. This new generalized model will be described
in the present work. The model will contribute to the better accuracy of the problem
solution [46, 47). This 5 interval approximation is very close to the basic formula of
Bohr-Bethe-Bloch for the ionization losses. A 6-th charge decrease energy interval
is taken into account [2, 40]. The lower energy part of the ionization losses function
is included in the new approximation |2, 40}]. Vertical penetration of cosmic rays will
be considered. It is the base for the full 3D electron production rate model.

Ionization Losses Formula (approximation of the Bohr-Bethe-Bloch
function) for 5 energy interval model and nuclei with charge Z

The Bohr-Bethe-Bloch function is approximated in 5 energy intervals [ 1,
2). One additional interval of charge decrease for cosmic ray (CR) particles from Z
to 1 isinciuded in (1) as interval 2.

(1)
2.57x10'E"  if kT <E <0.15MeV/n ,interval [
1540E£"% if .15 E<E_=0.15Z° MeV/n, interval 2
1 dE {23IxZ°E™" if E, < E<200MeV/n ,interval 3
Codh |68xZ7ETif 200 < E <850 MeV/n interval 4
1.91x 2" if 850 < £ <5%10° MeV/n .interval 5
[0.66x Z*EMT if 5x10' < E<5x10°MeV/n . interval 6

E is the kinetic energy of charged particles, p(h) is the neutral density of atmo-
sphere, # is the altitude of the point, which is considered. The low energy part is
taken into account. The ionization losses value is proportional to the square of the
charge Z°. They increase in interval 1 with increase of the kinetic energy E,
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in interval 2 they increase with increase of the particle charge. That means, the
particles decrease their energy below the vatuc E = 0.15x2% <200 MeV during
their penetration through the atmosphere. During this energy decrease the effective
charge Z° [2, 40] decreases and at the cnergy 0.15 MeV the particles become
singly charged [2]. This is the energy at which the cosmic ray (CR) proton velocity
equals the orbital electron velocity in hydrogen atom [2]. The charge decrease of
CR nuctei which begins at energy E is due to the electron capturing in the nuclei
shells, Inintervals 3 and 4 there is a steep decrease of the ionization losses with the
increase of kinetic energy. In interval 5 they are constant and in interval 6 they
increase stowly with the increase of kinetic energy. This complex structure {1, 2,
46] of the ionization losses curve forms the basis of approximation (1).

Atmospheric cut-offs for 5 interval ionization losses function

The atmospheric cut-offs will be derived for those values of the travelling
substance path, which correspond to the actual energy interval of the ionization
losses function. For this purpose, the reverse value of the ionization losses function
is integrated over the energy vartable in the respective energy intervals [1]. The
obtained value corresponds to the lowest energy of the particles which contribute to
atmosphere ionization (with the assumption that the geomagnetic cut-off rigidity and
the electric threshold for the actuat height have smalfer values[1, 2]).

Energy interval 1. We assume that the value of the travelling substance path
4 following the CIRA model [48] is located in interval 1 from (1):

£t Lnlh)

@ k=

kT

(- Gr))

AdJE A s
2570x E®Y 0.5x2570

kT

The solution of equation (2} towards £, (%) is the atmospheric threshold in interval
1. A 1s the atomic weight of particles, The integration 1s performed down to the
energy of the thermal plasma of the solar wind.
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The particle charge in this interval isequal to 1.

Energy interval 2 (charge decrease energy interval): The atmospheric
cut-off in the second interval is calculated by means of the corresponding ionization
path, In this case 1t isassumed that £ (#)>0.15 MeV/n in (3). Itis composed of
two terms. In the first term the charge Z= 1. The charge in the second term decreases

from Z* to 1 with the energy decrease [40]. }77 i =1,2 is the travelling substance

path in the corresponsing energy interval.

— e U AdE jm AdE
1540E%%

B=h+i= | =+
@) - J 2570E°°

0%

A : A
—0.15" — (kT V" }+ ————(E%7(n)-0.15"7
1285( (r) )+1540><O.77( )~ )

The atmospheric cut-off is obtained as solution of equation (4) towards £ (/):

1540 0.77 < 05
E {h)=|0.15"7 - == 1015 — (kT
®  Eal)=] 00770 150~ ) )s

1540%0.77 ~]“" 7

Energy interval 3: If the value £ (h) > E_, then the ionization path
corresponding to interval 3 is composed of 3 terms w1th respect to the first 3 energy
intervals of the ionization losses function. The charge ininterval I Z=1. The charge
in interval 2 decreases from Z to 1. The charge value inenergy interval 3 isequal to
Z. A isthe atomic weight of cosmic ray particles.
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013 E,
~ e A t AdE
h=h+h +h = + =+

(6) VTR L 05700 015154050*3

_i 05 _ 0 5 4 0.77
1285(0'15 (k) ) 077x1540(E ~013 )

4 E7 .77
——— h)-E,
+l.77x23’le‘Z( ( ) )

After integration of equation (6), £ () becomes its solution towards the unknown
variable:

2
(7) Elﬂ(h): I:E{i‘.?? _%(&1505 _'(kT)n.s)_

_].77><231><Zj (EM?

T 0157 )+
0.77x1540 ¢

22 14137
+231x1.77—*h
A
Energy interval 4: If the condition £ _,(#) > 200 MeV/n is fulfilled, the
ionization path is composed of the following 4 terms:

013 1
I AdE " AdE
® A=kt = | 2570E" '[.154OE°'23+

kK

ET dE Ef) dE
+ ’ 3
For 231 E DAL 68—ZA—HE_053
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A

{015 () e — (B 015" s

1540x0.77 * “

A—
68x1.53% 7

il

S — 200| ??_E|7?)+
231x1.77x Z" ‘

(E'3(n)-200'"")

The charge 7 values in the corresponding energy intervals 1 and 2 are formed as in
the previous case of the atmospheric cut-off £ (). The solution of equation (8)
yields the atmospheric cut-off £, (h):

Zt ~ 68x1.53xZ° S
E,(h)=1200"" +68x1.535 h - 27777 % 915" (k7Y -
©) 1wl [ +68x1.53= 1285 ( (T )*)

17153
8XLIIXZ (porr g y5om). S8XLID (rgqm _ parr)
[540x0.77 231x1.77

Energy interval 5: The condition £ ,,(A) > 850 MeV/n determines the
following ionization path caiculation {1, 2]:

I

b AdE
J o
1540£™~

s
e AdE

h=h+h. +h +h +h = |- — 4
(10) 1 T 4 J25?0Em

i

kit 13

2(.]‘9 dE +850 dE f;‘lﬁ(h) dE

3 2 + -
i 231_2_; EOTT 2 68Z—- E0S w0 19140
A A

A . (0 5 A 77 077
%(0.15”—(;&) )+—-m1540x05(£f ~0.15°7 )+

A (2001 77 _ El.?? )+ A
231x1.77x Z? ¢ 68x1.53x Z"

R
1.91x 272

(850 - 2001 )+

(E.-IS(h)_SSO)

31



The following transformation of equation {10} is done with the purpose to find the
atmospheric cut-off £ (h):

1.91x 77 ~ _ 191xZ% 1 o5 (s
() R 8S0= E ) (0.15°5 (k7" )+

M(E{t}.?? 01577 )4_&(200‘ 7 E(}!.?? )+
1540 x0.77 231x1.77

1.91

(SSOI.SJ _ 200].53)
68x1.53

The solution of equation (11) towards £ (A} 1s the following:

(12)  E (k)= MLSSO-M(OJSM ~{&kTY” )4
1.91x Z° (E{?.?? _0.15°7 )_ 1.91 (2001 77 _E;.W)_
1540%0.77 231x1.77
L1 (8501 200
68x1.53

Energy interval 6: The condition £ {(#)> 5000 MeV/n determines the
calculation of the atmospheric cut-off £ _(#) from the following expression for the

ionization path which is equal to the travelling substance path j; for kinetic energy
decrease until absorption of the cosmic ray particles:

013 3
I AdE & AdE
h=h+h +h +h +h +h = + —+
(13) TR TE AT T J 2570£% u_£1540x EE

200 dE B30 dE 5000 dE
f 22 + ZZ + 22 +
Fe 2317 ETMT e g0 w01 917

i A A

32



£ alir}
:LJ‘! kA 0.15% ~ (krys )+

sito 662 gois 1285

A (Ef: 7 _0.15%7 )+ -/f (2001.77 _EW )+
1540x0.77 231x 27 x1.77

A (850" —200'% )41
68x 27 x1.53 1.91x 272

{5000 - 850)+

4 0.877 0977
E Y=
0-663(22 X0877( Ab ( ) 5000 )

The corresponding transformation of (13} is the following:

0.66x Z? x0.877 os 05
e 0.15% (k7Y )+

0.66x0.877 o0
231x1.77

—%—0'66:90]‘87? (5000 - 850)+ E257" (1)

(14) 0.66x0.87?%?£ +5000°% =

0.66xZ° x0.877 (
1540 0.77

0.66x0.877
68%1.53

7 _g. 150??) ?*E;'??)+

(850" 200" }+

The solution of (13)-(14) presents the atmospheric cut-off £ (k) in energy
interval 6:

7'~ 0.66x0877x7?
E,(h}=]5000%" + 0.66x0.877"—h ~ x
(15 Euln) [ y 83

(0 1595 _ (kT)o.s )_ 0.66x0.877x 27! (EU_.” MO.ISU'”)—

1540077 *°
0.66x0877 (i _ pun_ 066x0877 sy s )
231x1.77 68x1.53
140877
____0.661x901.877 (5000 - 350)]
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The calculation of atmospheric cut-offs is important for evaluation of the lower
boundary of integration in the corresponding ionization model [ 1, 2]. It determines
the energy interval combinations between the initial cosmic ray Kinetic energy intervals
and the respective final ionization losses function encrgy intervals. These combinations
create the different integral terms of the electron production rate model for the current
valid values of altifude, zenith angle and azimuth angle.
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ATMOC®EPHH ITPAI'OBE HA OTPA3BAHE
B OBOBLIEHHS MOAEJ HA HOHHU3AIIMOHHU IMTPOOUTH
OT 3APEAEHHUTE YACTHIH HA KOCMHYECKHUTE Jb4YHU
B ILTAHETHUTE HOHOC®EPH U ATMOC®EPH
C AHPOKCUMAILHSI HA ®YHKIMSITA HA HOHU3AIIHOHHHUTE
3AI'YBH BLPXY 5 EHEPTWIAHM UHTEPBAJIA

I1. Benunos, /1. Mamees, X. Pyoep

Pesiome
B HacTosuara cTatva e pasrnenas eluH aHAHTHYHO-YHC/IEH METOd 3a
OITMCAHHE HA NMPOHUKBAHETO W HOHU3AUHMATA OT A]pa Ha KOCMHMECKHTE IbYH CbC
2apsa Z B nnaHeTHHTe HoHocdepu U aTmocdepn. CkopocTTa Ha eNeKTPOHHATA
NPOAYKLIHA C& M3UHCNABA ¢ HOBU (DOPMYIH, KOMTQ CLUETABAT NMETTe OCHOBHH
eHepruiiHu UHTepBana Ha (PYHKUHATA HA HoHH3aUHOHHUTE 3arybu (dE/dh). Ta e 5-
HuTEepBagHa QYHKIHA, KOATO OCBILECTBRABA MMo-A0o6pa anpoKCHMAIlHA Ha

U3MEPBAHUATA Y SKCTIEPHMEHTAIHHTE AAHHH B CPABHCHHE C TIPEAXOAHM PE3yTATH
3a 4—HHTepBaNHa HyHKIUMS Ha HOHU3ZUMOHHHTE 3aryDH. [ eOMarHUTHHTE NParose Ha
OTPA3BAHE M 33KOHMTE 33 HAMAJICHHE Ha SHEPrHATA 32 PATHUHHTE HHTEPBAIH CE
M3NON3YBAT 34 CH3AABaHE HA MEXIHHHA NMPEXOAHA 00acT HA CHEPrHATA, KOATO
OCBIICCTBABA CBMCTABAHE HA NMETTE OCHOBHHW HHTCPBANA Ha beHKU,HﬂTa Ha
HounianmounuTe 3ary6u. Bueexaa ce eWH HOB INEGCTH €HEPTHEH WHTEpRan 3a
HAMANEHHE HA 3apa/a B HUCKUTE SHEpruy. Pazmiexaa ce BePTHKANTHO POHUKBAHE
HA KOCMHUECKHTE TH4H. ATMOC(EPHHTE NParose Ha OTPA3BAHE CA UIYHCNCHH 32 6
OCHOBHH Cily4as Ha CTOMHOCTHTE Ha ALiI0oUMHaTa Ha aTMocdepara.
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Abstract

An analytical and numerical approach for penetration and ionization of cosmic
rav nuclei with charge Z in the planetary ionospheres and atmospheres Is considered in this
paper. The electron production rates are calculated using new formulas, which couple the
five main energy intervals in the lonization losses function (dE/dh). This is a five interval
function, which performs better approximation of the measurements and experimental data
in comparison with previous results for four interval lonization losses function. The
geomagnetic cut-aff rigidities and the energy decrease laws for the different intervals are
used for creation of an intermediate transition energy region, which performs the coupling
of the five main intervals in the ionization losses function. A new sixth energy interval for
charge decrease in lower energies is taken into account. The case of vertical cosmic ray
penetration is considered The corresponding energy decrease laws and initial energy
interval boundary values are evaluated,
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Energy decrease laws and boundary crossings

The calculation of energy decrease laws over the boundaries ofthe ionization
losses function energy intervals is very important for the creation of improved electron
production rate model. The formulas which describe this kind of cosmic ray particles
kinetic energy decrease will be derived as follows.

Boundary crossing between energy intervals I and 2, We assume that
the initial kinetic energy of cosmic ray particles before penetration in the atmosphere

is 0.15<E, <k . Boundary crossing occurs if , < 2 (k). The following condition s

fulfilled: /(h) < i (E, (k)= kT)+ &, The final energy, corresponding to £, and /()

is £, (h).

|-
< 1540x E°

15
-~ AdE
h=h+h =
() v -!)ZS?OxE”‘

A a5 0.3 A _ 0t
%(0.15 ~E5 ) 1540x0?7(E 0.15°")

The transformed equation which contains the unknown variable £, (#) s the following:

128S 015% - B2 () — 2% (07 _g.1507)
A 1540 0.77

The final energy after the CR particles penetration in the atmosphere at altitude £ is:

1285

1540=0.77 A

3) 133,(;;):{0.15“4r

Boundary crossing between energy intervals 2 and 3. The condition
k, < h(k) for fixed E_< E, <200 MeV/n causes interval boundary crossing of the
enctgy £ . The final energy E,, (k) after penetration of CR particles at height 4 for
traveling substance path /1 (h) < i, (E,,(h) = 0.15)+ h, is calculated as follows:
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h=hy+h = — =
(4) "ll-_::“f]1540><E a k. 231 E 0.7
A N7 077 A V77 P37
EM BTy —— (BT EF
( “ 2 ()) 231x1.??xz~( : @ ]

1540x0.77

Equation (4) is transformed with the purpose to be solved towards the unknown
variable E,(h):

1540x0.77 ~

(5) ___Th EVTT o EOT h)+ 1540x0.77 ( '-”HEU?)

231x1.77x Z*

The final energy E_ (k) after CR penetration at height / is therefore defined with the
following expressioi;

1:0.77
©  Eulr)= ?”+M(w_g;w)_wg
231x1.77x Z" A

Boundary crossing between energy intervals 3 and 4. The condition

h, < h(h) causes the interval boundary crossing of the energy 200 MeV/n for initial
kinetic energy of particles 200 < E, < 850 MeV/n. From the relation

h(h)< h(E, (k)= E,)+ h, it follows that

200 &
%u:;ﬂ;;+};;= c{E 4 J‘ dE _
(7) Eglh 2314 E 077 200 68 E-053
A A
A V77 - 77 A 183
S —tp T} 1) AR S (7)) W — - 200
23]><Z3xl‘77( . ()) 68x7° x153( )

The transformed equation (7) has the form:
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The corresponding final kinetic energy E, (#) which characterizes the CR penetration
in the atmosphere for intervals 3 and 4 from {1} in [1] is:

14 77
231x1.77 (i« ay 231x1.77x2727 ~
h ’)0 '.T_J' El:_\l_zool_ﬂ _ h
©  Bal)= { " 68x1.53 & ) A

Boundary crossing between energy intervals 4 and 5. This case follows
from the condition 7, < /i (). It is valid for 830<E <5000 MeV/nwith the relationship

h (h}< h{E,, {h}=1200)+ f;s . The penetrating CR particies cross the boundary
850 MeV/m:

iy
F=h+h = L
(19) wﬂész E% w1915

Equation (10} is solved towards the unknown variable E_ (%) which presents the
final kinetic energy for this case, namely

(£, —850)~68x1. 53—h

, quts
(11) 554(}7):[3501.53 681><153 , :l

Boundary crossing between energy intervals 5 and 6. Thenext energetic
interval boundary in (1) from [1], which is crossed, has the value 5000 MeV. This

case takes place, when 4, < i(#) and S000<E <5x10° MeV/n. The condition
h{h) < h,(E,,(h)=850)+ & isalso valid:

; .‘

5000
~ dF
h=hth, = aE =+ .

(12) !-.],s{h;ll‘glz_ 30000662 F0.123
A A
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The final kinetic energy E,,(7) is calculated as follows:

- 0.877 _ 0377
(13)  Eo(H)=5000-191% 7 + 1.91(E2*7 - 5000°°7)
| A4 0.66x0.877

Initial cnergies for interval boundaries

The initial kinetic energies of the interval boundaries are needed for formation
of intermediate transition regions between energetic intervals inthe improved cosmic
ray ionization model.

Boundary between energy intervals [ and 2: 0,15 MeV/n. It is assumed

that ; generates the condition £, ,, ,(m<E_in the following expression:

{1152
Fols z fa ;5:;(-"!]
A 07
h —— ! =
(14) Ij 1:34015""‘3 1540x0.77 |yys

A
- EU.?: h __0'150_?7
1540x0.7?( orsh) )

The unknown variable for the initial energy £, ,(4) is calculated from (14):

1.4.77
(15) Ea_li;z(h):[g_lso_??_kwg}

It creates the upper boundary of the intermediate region between energy intervals 1
and 2 in(1) from[1].

Boundary between energy intervals 2 and 3: E . It 1s assumed that the

value of }; generates the condition £;; 5 (h) < 200 MeV/n in the next equation:

- g, () JE El.?? (h)— EL7
h = 2‘ - ky . @
(16) Lo BT 312 X177
4 4
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The initial value of £_ ininterval 3 is obtained from equation (16):
2 1:1.77
(7 E. (k)= [5‘ 7 +2317x1 77xh]

Boundary between energy intervals 3 and 4: 200 MeV/n. It is assumed

that the value of 7 generates the condition E,y, , {h) < 850 MeV/n in the next
equation:

j{ dE__ Euo(h)-200""

2

(18) TRPTEARE 68—-x 1.53
A

The corresponding initial energy £, (k) iscalculated from equation (18):

200.4

, 11 53
(19 Lo ()= {200"53 +68x1.53x% i— X g:l

Boundary between energy intervals 4 and 5: 850 MeV/n., It is assumed
that the value of 7 generates the condition Eg (1) < 5000 MeV/n in the next
equation:

- ":."-""j.{h] dE ERS{].S (h)—SSO
]

i = :
(20) - w1912 ot
A y

The corresponding initial energy value £, . _(#)is calculated from equation (20);

850.5

3) Egso‘s(h)=850+1.91-i;§

Boundary between energy intervals 5 and 6: 5000 MeV/n. It is assumed
that the value of J; generates the condition £ (h) < 5x10° MeV/n in the next

equation:
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%’ B 1:',,,(,'_f,(h) dE . E?ﬁ%& (h)— 50000.87?
(22) 0 0662 E' 0.66x 2. x0.877
A A

The corresponding initial energy value £, (%) is calculated from equation (22):

, 110877
(23) Eyy00.6 (1) =1 5000°" +0.66x —Z:&— x (.877 x h}

Energy decrease laws in internal regions, corresponding to energy
intervals 1-6

These energy decrease laws are used for calculation of the ionization losses
and the electron production rate in the internal regions ofall 6 encrgy intervalsin{1)
from [1]. It means, that both the initial energy £, and the final energy £ {#) belong to
the corresponding cnergy interval 7,i€ {1,...,6} from (1} in[1].

Energy interval region 1. The condition {£ , £ (h)} €[£7,0.15] MeV/n
is fulfilled. £, is the initial energy and £, (#) is the final energy for this case of energy
decrease law.

s ’J- AdE AEY -E)

(24) 2570% £°° 1285

Edn)
The final energy E,(h) is calculated from equation (24) as follows:
1285 »T

25 & (h)=[53'5 -

Energy interval region 2. The condition {£,, E,(h}; €[0.15, £ | MeV/n
is fulfilled. E, is the initial energy and £.(/) is the final energy for this case of energy
decrease law.

o ME AET-ET(R)

(26) EL 1540x E*™ 1540x0.77

The final energy E.(#) is calculated from equation (26} as follows:

1540

14977
en  E k)= [Ef” — x 0.77 % 5]
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Energy interval region 3. The condition {£ , E (h)} €[E ,200] MeV/n
is fulfitled. E is the initial energy and (/) is the final energy for this case of energy
decrease law,

Po fdE _ET-ETE)
3 2

(28) ;-:3(.*;}231.2_5‘”0'?? 2312—><1.??
A A

The final energy £.(k) is calculated from equation (28) as follows:
ZE 11,37
29 Efn)= {E}(” -23 1=-x1.77x h}

Energy interval region 4. The condition {£ , £ (h)} €[200, 850] MeV/
nis fulfilled. £ is the initial energy and E,(%) is the final energy for this case of energy
decrease law.

iy dE _ E;.SS "‘ELSS(!?)

;; - -
(30) .‘-_"(h}682_ 85 68xZ—><1.53
4 A

The final energy £ (k) is calculated from equation (30) as follows:
) 17153
Gy Elr)=|EY _68x1.53x Zx;
A

Energy interval region 5. The condition {E , E(h)} €[850, 5000] MeV/
nis fulfilled. £ is the initial energy and E (%) is the final energy for this case of energy

dccrease law.

P ’I dE E, -E[h)
(32) s 91k % 191x %
A A

The final energy £ (k) is calculated from equation (32) as follows:

2 r
(33) Es(h):E#-l.lewZ;xh
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Energy interval region 6. The condition {£,, £ (h}} €[5000, 5x10]
MeV/nis fulfilled. £, isthe initial energy and £ (%) is the final energy for this case of
energy decrease law.

g ) I JdE ) EE 8717 52.87? (h)
(34) £,011 (.66 % % E™0.66x% _ZA_ x0.877

The final energy E (/) is calculated from equation (34) as follows:

3 1/0.877
35)  Edh)= [Ef'g” —0.66x0.877 x % % E»?}

Electron production rate in S energy intervals with charge decrease
in the ionization losses function

The improved CR ionization model includes the electron production rate
terms In 6energy imtervals of the ionization losses function and 5 intermediate transition
region terms between the basic intervals. The lower boundary of integration £_ is
chosen as the maximum of the atmospheric cut-off and the geomagnetic cut-off
rigidity [ 1, 2]. The case of vertical penetration of cosmic rays is considered. This
improved model can be extended to the 3-dimensional case in the Earth environment
with introduction of the Chapman function [1, 2], which takes into account the Earth
sphericity. Then all possible combinations of initial and final energy intervals of CR
penetration must be included.

Lower boundary of integration E__ : The following case of lower
integration boundary is assumed [1, 2]

(36) KT<E,(W<E, <0.15<F, MeVin

The next equation presents the corresponding electron production rate. o(f} is the
neutral density [1], O is the energy for formation of one electron-ion pair [2]. Formula

(1) from [1] is taken into account.
0.15 Eyys 2 ()

(37) ‘f'(h)z%i){z”o [pENE @ e« 2570 [D(ENE, (W) aE+

i 0.15
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850 Fysy.s (k)
68x2° [D(EYE(M]""dE+ 68x2*  [D(EYE, (1)} ** dE +

Eogalh) 850

5000 Eing_ (B)

{pe) e+ | (s B) (B (e +

Egns{h) S000

0.66x2°  [D(EVE(M] "™ dE
Eoune o1t

The ionization losses function in interval 5 with final energies £,(h) from (33) and
E_(#) from (13}is calculated with the following formula:

G8 —[F (h)]——lgé[Eﬁ,(h)]“lmxz-

Conclasion

For many practical purposes of space weather, e.g., for the impact of cosmic
rays on the ozone layer and formation of clouds in the troposphere, it is important to
know precisely the cosmic ray induced fonization, its distributions and its variations
with location, time, solar and geomagnetic activity. For this goal mainly two types of
models are created: 1) analytical and 2) numerical.

Inthe present work a generalized analyrical CR ionization model is proposed.
A mode] of this type can be formed for every altitude, azimuth and zenith angle in the
middle atmosphere and the lower ionosphere. Some combinations of energy intervals
will arise which will cause the derivation of corresponding new formulas for energy
integration in the model of the clectron production rate with multi-interval ionization
losses function, which was prescnted in this paper. The full 3D integration with
introduction of the Chapman function [1, 2] can then be done which will provide
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higher accuracy of the electron production rate mode!. The coupling of the energy
intervals of the ionization losses function are done.

The computational procedure will choose logically the respective lower
boundary and mathematical expression for third energy integration which corresponds
to the lonization losses function energetic interval, the atmospheric cut-off or
geomagnetic cut-off ngidity.

The integration over the full altitude-zenith-azimuth surface will be performed
with account to the local Chapman function vatue which corresponds to the travelling
substance path for the point which is calculated. These values differ from one another
which will increase the number of interval combinations and the complexity of the
electron production rate model.

The improved model can be realized on PC [ 1, 31. It will possess higher
accuracy {1, 4]. It can be applied for practical calculations [4-6]. The cosmic ray
flux measurements [ 7, 8] are taken into account in the improved ionization model.
This improved model includes anew 5 energy interval approximation of the ionization
losses {unction, which is more adequate to experimental data {1, 9]. The charge
decrease Z of particles in the additional second energy interval (interval 2 in (1) from
[ 1]} is taken into account,

The analytical and numerical results in this work are important for the study
of solar-terrestrial processes and space weather. Our results can explain quantitatively
a lot of interesting phenomena in the terrestrial environment, as for example the
appearance of abnormal fonization in the Earth’s atmosphere and the lower ionosphere
associated with solar cosmic ray flux enhancement on 23 February 1956 {10]. This
is the most powerful and the greatest solar proton event which is observed up to
now. One first corresponding evaluation of this event is given in the monograph [2].

The second type of CR 1onisation models are the numerical models and
codes. A simulation of extensive air showers with application of the CORSIKA
(Cosmic Ray Simulations for KASKADE) programming system ismade in [11].
The variation of atmospheric depth profile on different time scales is shown in [12},
The formation of the Pfotzer maximum of the electron production rate from cosmic
rays is presented in [ 13-15]. But these investigations could not explain satisfactorly
the first experimental data obtained yet more than 70 years ago.

The cosmic ray intensities in the stratosphere were measured for the first
time in 1933 by the group of the Nobel price winner (1923) Robert Millikan [15].
The cosmic ray ionization at high altitudes was determined in 1934 by the group of
another Nobel price winner {1927) Arthur Compton [16].
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For better agreement between the experiments and the models our group
began to model the ionization profiles in the whole atmosphere [17, 18]. Cosmic ray
induced ionization rates g produced by galactic cosmic rays (GCR) in the Earth’s
atmosphere are obtained on the basis of a recent model using Monte Carlo simulations
and parameterization of the primary spectrum, The simulations are carried out with
CORSIKA 6.52 code using FLUKA 2006 and QGSJET II hadronic interaction
subroutines. The energy deposit of GCR proton induced air showers is estimated.
The ionization profiles for minimum and maximum of solar activity are calcutated on
the basis of the previously defined and obtained cosmic ray induced ionization vield
function ¥ and parameterization of the cosmic ray spectrum [19, 20].

For our simulations we used the recent version CORSIKA 6.52 code [21]
with corresponding hadronic interaction models FLUKA [22] and Quark Gluon
String with JETs QGSJET [23]. The FLUKA 2006 code is used for simulation of
hadronic interaction below 80 GeV/nucleon and QGSJET for hadronic interaction
above 80 GeV/nucleon, respectively. The choice to use FLUK A hadronic interaction
model is based on the recommendation of CORSIK A authors [24]. The hadronic
event generator FLUKA is used only for the description of inelastic interactions
below energy of several 100 GeV [25]. Within FLUKA these collisions are handled
by different hadronic interaction models above, around and below the nuclear
IeSONANCe energy range.

All these investigations require the efforts of big international collectives and
collaborations [26]. One such collaboration is the Working Group 2 of Action 724
to European Co-operation in the field of Scientific and Technical Research - COST
724 “Developing the Scientific Basis for Monitoring, Modelling and Predicting Space
Weather™.

References

I.Velinov PLY,L.N.Mateev, H.Ruder Aer. Space Res. in Bulgaria {in this issue)

2.Velinov P,G. Nestoroev, L. Dorman. Cosmic Ray Infleence on the lonosphere and
on Radio-Wave Propagation. Sofia, BAS Publ, House, 1974,

3. Press W.H,B.P. Flannery, 8. A. Tevkolsky, W.T. Vetterling Numerical
Recipes in C++ - The Art of Scientific Computing. Cambridge, Cambridge University
Press, 2002,

4, Usoskin LK. Alanko-Huotari,G Kovaltsoev, K. Mursula.l. Geophys.
Res., 101,2005, A12108.

5.Johnson R. E. Energetic Charged-Particle Interactions with Atmospheres and Surfaces,
Bertin, Springer-Verlag, 1990.

6.Usoskin .G,G A. Kovaltsov I Geophys. Res,, 111, 2006, D21206.

7.Neher 1L V. I.Geophys. Res., 76, 1971, 1627-1651.

48



8.Van Allen J.A. Ch. 14 in “Physics and Medicine of the Upper Atmosphere”. Univ. New
Mexico Press, 1952,

9. Sternheimer R. Interaction of Radiation with Substance. In: Fundamental Principles and
Methods of Particle Detection. Methods of Experimental Physics, Vol, V, A, Nuclear
Physics, New York-London, Academic Press, 1961,

10.Bailey D.K, Proc. IRE, 47, 1959, 2, 255-266.

1l.Keilhauer B.,J. Bluemer, R. Engel, H O. Klages, M. Risse. Astroparticle
Physics, 22,2004, 249-261.

12.Wilczynska B,D. Gora, P Homola, J. Pekala, M. Risse,

H. Wilczynski. Astroparticle Physics, 25, 2006, 106-117.

13.8toz hkov Y. 1, The role of cosmic rays in the atmospheric processes. J, Phys. G: Nucl.
Part. Phys. 29, 2003,913-923 doi:10.1088/0954.3899/29/5/312, http.//www.iop.org/
El/abstract/0954-3899/29/5/312

i4.Ziegler 1.F. IBMI. Res. Develop. 42, 1998, 1, 117,

15.Bowen I.S,R.A. Millikan. Cosmic-ray intensities in the stratosphere. Phys. Rev,,
43, 1933, 9, pp. 695-700. htip://authors.library.caltech.edu/3451/

16.Comption A H., R.J. Stephenson. Cosmic-Ray lonization at High Altitudes, Phys.
Rev., 45, 1934, 7, pp. 44 1-430, http://adsabs.harvard.edu/abs/1934PhRv.. 45..441C

17.¥Velinov P.1.Y, A Mishev Compt. rend. Acad. bulg. Sci., 60, 2007, 5,495 - 502.

18. Mishev AP LY. Velinov. Compt. rend. Acad. bulg. Sci., 60,2007, 5,513 - 518.

19. Mishev A, P.LLY. Velinov. Compt. rend. Acad. bulg. 8ci., 66, 2007, 7, 725 - 734.

26.Velinov P LY, A. Mishev. Compt. rend. Acad. bulg. Sci., 60, 2007, 9,947 - 936.

21.Heck D.etal, CORSIKA: A Monte Carlo Code to Simulate Extensive Air Showers. Report
FZKA 6019 Forschungszentrum Karlsruhe, 1997.

22.Fasso A.etal,2003. The physics models of FLUKA: status and recent developments,
Computing in High Energy and Nuclear Physics 2003 Conference (CHEP2003), La
Jolla, CA, USA, March 24-28, 2003, {paper MOMT005), eConf CO303241.

23.Kalmykov N, 8. Ostapchenko, A, Pav!ov Nuclear Physics B - Proc. Suppl
52,1997, 17.

24. Hec k D. et al., 2003. Influence of Low-Energy Hadronic Interaction Programs on Air
Shower Simulations with CORSIKA. Proc. 28th Int. Cosmic Ray Conference, Tsukuba
{Japan), 279-282. :

25.Heck D.Low-Energy Hadronic Interaction Models. Proc. XIIIth Int. Symp. on Very High
Energy Cosmic Ray Interactions, Pylos, Greece {2004} Nucl. Phys. B (Proc. Suppl)),
151,2006.

26.Usoskin I,L.Desorgher, P.1LY. Velinov,M. StoriniE. Flueckiger,
R.Buetikofer,G.A. Kovalstov. Solarand Galactic Cosmic Rays inthe Earth’s
Atmosphere. Progress Report of Working Group 2 of COST 724 Project.
Acta Geophys., 66, 2007 (in press)

49


http://www.iop.org/
http://authors.library.caltech.edu/5451/
http://adsabs.harvard.edu/abs/1934PhRv...45..441C

3AKOHH 3A HAMAJEHHE HA EHEPTUSATA U CKOPOCT
HA EJIEKTPOHHATA ITPOAYKLHA B OBOBIIEHUS MOJEJ HA
AOHHU3ALIUOHHHA ITPOPDUIN OT 3APEJEHUTE YACTHUIIU HA
KOCMHWYECKHTE JIBYH B IJAHETHUTE HOHOCOEPU
U ATMOC®EPH C AITPOKCHMAIIHUSI HA ®YHKIITUSTA
HA HOHU3AIITMOHHUTE 3AI'YBU
BbPXY 5 EHEPTMHHU UHTEPBAJIA

11, Beaunos, X. Pyoep, /1. Mamees

Pesrome

B pacTosmara cTaTHs € pasrnenaH ¢JUH aHaJATHYHO-UUCIIEH METOR
3a ONMACaHWE Ha NMPOHWKBAHETO H HOHW3AIMATA OT A/pa Ha KOCMHYECKHTE
JIBYM CBC 3apAX Z B IUTaHeTHUTe Houocgepu u armoctepu. CkopocTra Ha
eJICKTPOHHATA HPOAYKLHS Ce U3YHUCILBA C HOBH (POPMYIIH, KOUTO CHYETABAT
[eTT¢ OCHOBHU eHEprHiliu WHTepBana Ha QYHKIUATA HA HOHM3ALMOHHUTE
3aryOu (dE/dh). Ta e 5 - uHTepBanya PyHKIMs, KOXTC OCBIIECTBsABA NC-100pa
ANPOKCHUMANMS Ha H3MEPBaHUATA U €KCIIEPUMEHTANHUTE JAHHH B CpaBHEHHE
C TIPEAXOOHH pe3ynTaTH 3a 4 - uHTepBaiHa (yHKIMA HA HOHU3AlLlMOHHKTE
3ary6u. [eOMarnMTHUTE [IParcBe Ha OTPS3RaHe W 3aKOHUTE 3a HaMalleHUe Ha
€HEeprusATa 3a paziduHUTEe WHTEPBANM C€ U3MOJ3YyBaT 3a Ch3ILABAHE HA
MEXIMHHA TIPEXofiHa 00IacT Ha EHEPTHATA, KOSTO OCBHLIECTBIBA ChUCTARAHE
Ha NeTTe OCHOBHU MHTEpBaNia Ha QYHKUUATA Ha HOHH3AUMOHHHTE 3arydu.
Brrexna ce eauH HOB LIECTH eHEPTHEH HHTEPBAJl 38 HaMaJICHHE Ha 3apaja B
HHCKUTE CHEPTMU. Pasmnex/ia ¢e BEpTHKaIHO [IPOHUKBAHE Ha KOCMMMECKUTE
nbun. M3uncneny c¢a CHOTBETHHTE 3aKOHU 38 HAMANCHHE HA SHEPrusiTa
HauanHuTe CTOMHOCTH Ha MPAaHHIIATEe HA CHEPTHUHMTE HHTEPRAIH.
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ENHANCING THE EFFICIENCY IN CHECKING CONSTRAINTS
SATISFACTION
WHEN PLANNING GROUND-BASED AND SPACE EXPERIMENTS,
USING AN ALTERNATIVE PROBLEM

Atanas Atanassov

Solar-Terrestrial Influences Laboratory, Department in Stara Zagora

e-mail; At_M Atanassovi@yahoo.com

Abstract ,

Sirwational analysis lies in the basis of space und ground-based experiment
plarning. It is connected with the use of complex compuiational models of the environment
and with verification of the resiricting conditions, due to the character of the conducted
experiments and the solved scientific tasks.

The present work proposes a formulation of the situational analysis on the basis of
the finite abstract automata theory. On this basis, optimization of the situational analysis is
suggested by formal schemes for adaptation to the conditions of the model environment, The
efficiency enhancement is illustrated by results from the application of the proposed real-
time optimization for photometric system conirol.

Keywords: Situational analysis; planning and scheduling; constraints
satisfaction; Mealy s qutomata; satellites experimenis

Introduction

To solve scientific and practical problems, connected with ground-based
and satellite experiments and measurements, special activity is required — planning,
connected with checking the satisfaction of a multitude of geometrical, physical and
other constraints [1]. The planning will involve the application of an adequate
mathematical model for analysis of a number of constraints and for their formulation,
this representing the so-catled situational analysis (SA). It allows to determine suitable
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time intervals to conduct experiments and measurements and to optimize complex
and expensive scientific programmes. The practice of the situational analysis involves
check-up of different constraints, such as:

- A satellite is within the Earth’s radiation belt zone, within the zone of the
shock wave or of the magnetopause of the Earth’s magnetosphere [2];

- The angle between the observed object and another bright object on the
celestial sphere {Sun, Moon, bright starts) is less than a definite value [3];

- A satellite passes over a territory of the Earth’s surface [4];

- A satellite is within the visibility zone of an observation point on the Earth’s
surface;

- The Earth’s radiation background is within admissible limits with a view to
the conducted measurements [3];

- Asatellite is properly orientated towards the force lines of the Earth’s magnetic
field,

- The magnetic force line where the measuring device is located, pierces the
polar oval region;

- The visibility axis of the optical instrument falls within a region of the celestial
sphere or the Earth’s surface, which is interesting from the point of view of
the conducted experiment.

The appropriate orientation of the model of the space platform with scientific
equipment on board in respect to the simulation of experiments and measurements
in the objective space will be called situation. Each situation can be presented in the
general case by a predicate function g :

(1) S=S(R 41)=01

In(1) @ }= (F ()70, )) - the multitude of the radii-vectors of the

objects in the model space, {4} = (¢, ¢} oz, () - ., () - the multitude of vector or

scalar fields, describing certain properties of the model space —and s —the time.
Due to the complex character of the processes and phenomena, occurring in space,
s may have a complex analytical representation.

Actually, we can have a combination of several constraints restricting
conditions. In addition, we shall examine such conditions that are independent on
one another (none of them is represented by the others). Thus, the multitude of

conditions {y, can be juxtaposed to the multitude of predicate functions {s,}.
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The implementation of situation § will require the filfillment of the following
identity:

(2) S=s, A8, nns, =1

Presenting the planning process by finite automata formalism

It is obvious that the check-up of the identity of (2) requires calculation of
the predicate functions s,, which is connected with considerable calculation
(expenses). According to (2) we can consider {s,} as being arranged in the sense of
consequences computational consequence of calculation of s,

3) S={{sy Asy)n. s, )ns,

In (3), every predicate function s; is calculated if those before itin {s,} have
value of one. A measure of the ineffectiveness of scheme (3) can be the expenses for
calculation of s, fori<k, whens, =0.

Every discrete-deterministic model may be treated as abstract finite automata

[6] and presented by 6-tuple:

(4) F=<Z‘9X9Y'}‘p3(}y3zﬂ >!

functioning in discrete automata time. In (4), Z is the set of internal states, X is the set
of incoming (input) signals, Y is the set of exit (output) signals, z(t + At) = p(=z(¢) x(t))
— transition function and z, - initial state. For the classical Mealy’s automata we
have:

5 {z(r+Ar)=go(z(r),x(s))
OF Ay = grei)xn)

We can apply this formal approach to the situational analysis. For moment
t, the set of input signals X(t) is the total of all values determining the discrete
model. Inmany cases, these are vectors which determine the measurement place or
the observation direction. The internal states of the situational analysis automata
(SAA) can be characterized by information entropy, which is proportional to the
quantity of processed information for one cycle, related to moment t. These states
are related with the implementation of different model calculations, cotresponding
to the different constraints (sitnational conditions) y, whose satisfaction is

33



verified for every cycle of automata. We can reason that the state (/) will depend
on the order of situational conditions y, in{y,}, and on the evolution of the
mathematical model. With applying (3), each state of the automata will depend on
the input signal x(t) only and will not depend on the previous state of the automata:
©)  zr+ar)=plxlr))

Automata without storage (such as the SAA) have only one stable state,
which coincides with the initial one. Here we have an example of such automata
which may be excited in terms of one cycle consecutively to different internal states.
According to (5), for the SAA to function, no storage is necessary. This leads to
simplicity and easy accomplishment. However, the lack of a storage and an appropriate
transition function makes SA A ineffective for space research applications.

It is important to have in mind that each constraint y, isexecuted inatime

interval 7, and is not executed in the next one 7" . The only practically imposed
requirements for T and 7" that we shall take into account are that they are finite

and7,, T >> At.
A priori information about the fasibility execution of conditions y, withtime
1s laching. The check-up of y, can be verified by tracing the evolution of the

deterministic numerical model, underlying (1).

Adaptation and Optimization Strategy

Problem A will be called inverse to B, if the objectives of A and B are
oppostite [7]. In our case, the problem for specifying the temporal interval, in which

the conditions {y‘. } are satisfied, is inverse to the problem for specifying its adjacent

in which they are not satisfied or, according to (3) at least one of them is not satisfied.
Obviously, this problern is more efficient since it is suflicient to check whether only

one condition y, is not satisfied.

(7) S =8 A8 AW AS, ALAS, =5 VS V. VE V. VS,
In fact, according to the above-said, 7, >> Ar . If, for discretization moment

t we have s, =0, then we can presume that for 1+ at this same condition will be
satisfied again.

The strategy for implementing situational analysis is reduced to a consecu-
tive verification of the conditions. If all conditions are satisfied, then we have
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a situation of the searched type. In the case when for moment t a condition is found
out which is not satisfied, there i1s not a situation. When for ¢ this condition is
dissatisfied , once again the next condition in the set {y, } is being verified.

Here, we shall examine two approaches, related with the organisation of the
conditions’ verifications. The {irst approach is related with replacement of the first
encountered condition in the first place of the set of conditions [8]. Instead of (7), as
a result of the disjunction commutation, we can write down:

8 S=§, V5 V5 V..V5_, V5,5,

The verifying algorithm for (3) always begins from the first element. The
replacement of each dissatisfied condition when applying the alternative strategy is
equivalent to adaptation of (3} to the conditions of the mode! medium. The latter is
a function of the transition w{z{t} x{t}}.

The second approach requires to treat the set of conditions as a ring-shaped
structure [9]. This means that the last element of {y, } is followed by the first one.

2 S=85, v§, V.V VviVv.vs,

This allows to apply the alternative strategy without rearranging the set of
conditions only by moving a pointer along this ring-shaped structure until finding a
dissatisfied condition. The shifting of the pointer along the ring-shaped structure until
finding dissatisfied condition plays the role of a transition function. A situation is
found out when a full circle along the ring-shaped structure is completed.

Analysis and Effectiveness Estimation

In order to estimate the effectiveness, the following two cases are of interest:
a) The predicate functions s, on the basis of which identify (2) is verified,
which are characterized by equal or almost equal computational expenses
&, = const;,

b) The predicate functions s on the basis of which identify (2) is verified,

which are characterized by different computational expenses.
In the first case, for each step of SAA performance based on the oftered

strategy, (k - 1).& computational units will be saved in contrast to the direct applica-
tion of (3) where the dissatisfied condition is in the k™ position. The transition
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function will not be of any significance since the different predicate functions are
characterised by equal computational expenses.

As an illustration we will give an analysis, related with the transition of a
couple of satellites over the visibility zone of a ground-based observation station,
proper mutual configuration and distance between them, lack of factors hampering
the observation of satellites from the Earth (Moon), lack of factors preventing the
observation of the optical instruments from one of the satellites (Moon, Sun). This
situation considers the problem for a possible synchronous observation form the
Earth’s surface and from one of the satellites of an emission, caused by neutral
particles injection for studying the Earth’s ionosphere (The 4kriven experiment ).

In the second case where the computational expenses for the separate
conditions are different, for the saved computational expenses we can write down
k

-]
‘ $¢ . Without going into detail, it is worth noting that the arrangement of the conditions

in {y,} (3) and the transition function z{r} are significant. Despite the quasicausal
choice of an unfeasible condition in applying the altemative strategy, there are certain

peculiarities, The first algorithm may carry a condition with large computational
expenses to the first position. If this condition remains in the beginning of the set of

conditions {y,}, the effectiveness of the analysis may be reduced. With the second

approach such a problem does not exist as a result of the constant arrangement of
the conditions and their circulation.

We have an example of a situational problem of the second type when
including in the analysis the conditions, related with the parameters of the medium

a, . The condition for the angle between the satellite velocity vector and the magnetic

field vector B(7,) to have an appropriate value is important for the analysis of

active experiments. (The Akiven experiment). The radiation background is important
in astrophysical observations of x-ray sources {3]. When phenomena connected
with particles dissipation in the polar oval region are investigated, it is important to
measure the magnetic field in the region of the force lines along which the dissipation
oceuwrs [6]. In all presented cases, the verified conditions are related with complex
model computations.

Example for application

For effective real time control of a zenith photometer [11] it is required
to check conditions,related with the Sun’s and Moon’s position for elimination
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of their influence on the measurements. The restriction for the Sun is to be atan
angle ©” below the horizon and for the Moon - to close with direction to the zenith
an angle biggerthan @™

Two check-up conditions contain two versions for arranging {y, } . In the first

one, the verification of the condition for the Sun is in the first place and for the Moon
- inthe second; in the other version, the places are reversed. To perform the analysis
for one year period with a time step of one minute without optimization, 412,264
checks for the Sun’s position and 525,600 checks for the Moon’s position are
made, respectively, by the first arrangement versiorn, 525,600 and 171,025 checks
are performed by the second version. The application of the optimization approach
leads to solving the same task with 468,161 and 186,659 checks only.

Conclusion

This paper examines the situational analysis of space experiments on the
basis of the finite automata theory. It allows formalization of the computing processes
and search of possibilities for optimization of the computing algorithms at a higher
abstraction level.

The advantages of the suggested approach are obvious even in the examined
simple application case. The properties of the examined optimization can be revealed
best in the analysis with participation of a larger number of check-up conditions,
which, on the other hand, are connected with considerable computational expenses.
During real-time experiment planning and, especially during their control, the anatysis’
acceleration can be of major importance.

Besides, a strategy is examined for optimization of the situational analysis,
based on the solution of the inverse problem. This, on the other hand, allows to
apply algorithms for adaptation to the conditions of the model environment. Two
algorithms are suggested whose application can considerably enhance the analysis’
efficiency.
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HOBHIWABAHE HA EPEKTHBHOCTTA HA CHTYAHHOHHHA
AHAJIN3 PR IIJTAHUPAHE HA HASEMHU H KOCMHAYECKHA
EKCHEPHUMEHTHU C PEINABAHE
HA “AJITEPHATUBHA 3AJTAYA”

A. Amanacoe

Peztome

CHTYanMOHHHAT aHANH3 CTOM B OCHOBATA HA MJAHHPAHETO HA
KOCMHYECKH M Ha3CMHH CKCTicpHMeHTH. Tol ¢ CBbp3ad ¢ H3MON3BAHETO HA
CIOAHH H3YHCITHWTCIIHA MOOC/IH Hd cpcga'ra s TPpOBCPKAa Ha OTrpaHWYHTCIIHH
YCIIOBHA TPOMRTHYUAIIM OT CBIIHOCTTA 112 MPOBEKAAHHTE eKCIIEPUMEHTH M
pelliapasTe HAyuHy 3a0a4i.

B nacrosiara pabota ce npeanara opMyndpoBKa HA CHTYAUMOHHHS
dHAJIM3 Ha OCHOBATA HA KpaltHuTe abcTpakTHH apTomaTH. Ha Tasu ocHOBa ce
NpaByu ONTHMHIHPAHC HA CHUTYADHOHHHA aHa/lN3 qYpes (bOpMﬂ.HHH CXCMH 34
ananranusd KeM yCJIOBHATA Ha ModenHara cpena. llosMimaBaneTo Ha
edeKTHBHOCTTA CE MAIOCTPUPA ¢ PE3YITATH OT TMPUIAraHe Ha rpeiaradara
ONTHMM3ALINS B pealHo BPEME 33 yIpagJjieHue Ha GOTOMEeTpHUHA CUCTEMA.
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Abstract

Different passible sources are discussed for enhancement of the calculation time
when solving ordinary differential equations systems to forecast space objects’ motion. This
paper presents an approach for building an integrator of ordinary differential equations
systems for simultaneaus solving of motion equations of multiple objects. A parallelization
of calculation on the base of threads is offered. A method for synchronization is presented.
The technological advance and the invasion of multi-core pracessors make actual the
exanmined approach for developing an integrator of ordinary differential equations systems.

Kevwards and Phrases: ordinary differential equations integrator/solver,
adaptive algorithms; mulli threading. thread parallelism;

1. Introduction

Computer simulation has long ago become a tool for quality improvement
of space experiments, which is applied in their design, planning and control. The
various dynamical models are based on ordinary differential equations systems
(ODEsS). The intensive use of such models (for example, of the motion of different
bodies in the near Earth’s or other planets” space) may be related with increase of
the consumed processor time in the case of computer accomplishment. When
tackling this issue (if it exists), the focus is on creating more effective numerical
methods and computer programs for ODESS integration.

The delay in the course of processor frequency increase is expected to be
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successfully compensated with increase of their core number. Presently, the AMD
and Intel available double core processors of on the market have reasonable prices.
Quad core processors are manufactured, too. However, soon expected the
manufacturing of single-core processors and the development of 8 and 16 core
processors is expected to end soon. Multi-core processors are intended at disposing
two or more processors on one crystal in order to work at lower voltage and with
lower frequency. The latter aims to reduce released heat, which is a major issue in
increasing operational frequency. This, however, does not ensure automatical raising
of the calculation power of multi-core processors, equivalent to one-core processors.
It is also necessary to transform serial algorithms mto parallel ones, taking into
accoumnt the specifics of the processor’s architecture. The perspective for personal
computers to compete with the expensive computer clusters, speeialized in parallel
calculations, will require a change in algorithmic thinking and development of new
program tools on the basis of the calculation processes’ parallelization.

The integration of ODESsS as an initial value problem (IVP) can be written
down in the following way:

D) y=0y), y)=y

The solution of (1) as IVP is obtained as a series of values of y(r, ) for
f, =ty +mAt.

The keystones in parallel calculations theory within the context of IVP are
formulated in a series of articles [1, 2, 3]. Similar issues are examined in [4] with
application in the field of orbital dynamics. in [5, 6] the prognostication of the orbital
motion of a large number (N ~10") of objects is examined on the basis of analytical
methods. |7, 8] expose other approaches to solving the same problem, however,
with different numerical methods.

The development of ODESS integrators (ODEsSI) and their application for
integration of space bodies” motion equations is one of the fields, which has always
been attractive for its final objective - achieving better precision and effectiveness.

In this work, we will focus on an approach for building a parallel ODEsSI
(PODESsSI), based on explicit Runge-Kuita-Fehiberg (RKF) schemes [8,10] and
on its application for satellite orbits’ integration. Preliminary results are obtained,
using double-core processors. The calculation model’s parallelization is based on
threads.
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2. Space objects motion equations

We can examine the solution of a satellite’s motion equations (material
objects, N>>1} in the gravitational field of a central body as IVP:

@ =R )T =E )=, -
Index nis used to denote the object: 1< » < N . System (2) is of the second order
and can be reduced to a first order system:

=¥

H
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The right - hand side of (2) can include in addition to the acceleration from a central
gravitational force f}f’""" different kinds of perturbations 11, 12]:

O REI T T
By analogy with [ 1] we can point to several reasons as a result of which the
solution of one IVP can be related with the use of much calculation time:
- complex calculation models are used for the calculation of different
disturbances in{4};
— the mathematical model describes the motion of numerous objects;
— the integration interval [t t__}islarge;
— multiple solutions of IVP to determination of the simulation model’s
parameters.

The computer modelling of multi-satellite space experiments, involving a
large set of instruments, intended to solve multiple scientific problems, aimed at
producing numerous parameters, contains the above-mentioned reasons. Appropriate
orbital elements are determined during the experiment design stage, which, within
the expected instrument operation period, are expected to have optimum conditions

for their implementation. The simulation of different aspects of the instruments’
operation in mode! conditions allows specifying some of their parameters (optical,
mechanical, electrical, mformational, etc.) inorder to obtain statistically reliable results.

3. Possibilities for parallelization

Gear [ 1] points to two approaches for caleulation parallelization by numerical
integration of ODEsS:
— Parallelism across the method,
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— Parallelism across the system.
The phrase ,,parallelism across the mcthod” expresscs the possibility for different
calculation stages within the framework of one method to be executed independently
and simultaneously on different processors. This paper will be focused mainly on the
explicit classical RKT schemes, which are used to build the integrator of ODESS
(OSEsSI). The used schemes feature different precision order and are based on the

calculation of functions fn (t,.7,,7) for t <t<i . Eachofthe stages, related with
calculation of g,, and g, for moments ¢, is based on the previous one:

F S ?;‘n' «)and g . . Asaresult, the possibilities for parallc calculations
of coefficients g, , are restricted with regards to the separate system equations.
Each ofthe six g, can be calculated on a separate processor; with two processors,

each of them can be computed by three coefficients g, , . The implementation of
such kind of parallel calculations, however, requites special compilers.

The phrase “parallelism across the system™ means that one equation or a
group of equations, part of a large ODEsS, can be solved on 2 separate processor.
This kind of parallelism reflects to some extent the character of the solved problem,
It 1s very suitable for application in simultaneous integration of a large number of
cquations of type (2).

The parallclization of adaptive integrator of ODEsS, based on “parallelism
across the system” 1s examined in this paper.

4. Multi body ODEsS integrator

Fig. 1 shows the functional diagram of the integrator. The basic subroutine
rkfasd controls the choice of the integration scheme. The classical schemes of
Feldberg |9,10] are used — subroutines prkfDa, prif2a, prkfda, priféa and prifSa.
Subroutine kalkgr serves to evaluate the error and o verify whether the current
scheme 1s suitable or, another one should be selected.

Integration with a variable step within interval At is selected, if the scheme
with maximal precision is not suflicient. Subroutine pertur calculates the right - haud
side of (3). The serial version of the integrator is directly called on the basis of
subroutine rkfasd. It is designed as storage automata and can integrate simultaneously
many ODEsS with individual scheme choice for each system or step-size control, if
the precision of the highest-order scheme is not sufficient.
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Fig. 1. General functional diagram of the integraior.

The parallel version of ODEsSI (PODESsSI) is initialized before the first

integration step. A certain amount of integrator threads (Ith) are started according to
the number of processor cores. These threads are left in suspended state up to the
first addressing PODESsSI. The I'Th perform the selection of different ODEsS in

competitive conditions on the basis of a synchronizing code, shown below and
proceed until reaching the maximum number. The choice is protected from doubling
ol ODEsS and solving one system more than once by different IThs on the basis of
a special event. While one ITh is performing the choice of ODESS, the remaining
threads are waiting for the choice to be completed. When one ITh finishes the
integration of the respective system for the current moment ¢ and step At, it tries to
select the next system, if there are any remaining.
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5. Threads’ synchronization

All calculations, related with the integration of ODESsS are portioned and
each portion is related with one specific time step. This requires synchronization of

the main and secondary threads ITh. The respective code in the basic parent’s
thread is, as follows:

SUBROUTINE traekt(num_sat,dt)

glo counter =0
a:DO i=1,num _th
k= SetEvent(thread par{i)>oha beg) ! Events for releasing threads
ENDDOa
k= WaitForMultipleObjects(num_th, ha_end, WaitAll, Wait_infinite)
b:DO i=1,num_th
k= ResetEvent(thread par(i}*sha_end) ! Events for starting threads
ENDDObG

END SUBROUTINE traekt

The above fragment of subroutine traekt illustrates the control of the
PODESsSI. The counter glb_counter which counts the number of ODESsS is zeroed
before starting the integration. In the first a:DO construct, the event objects ha_beg
for starting the threads’ operation are set out in a signalled state. After this, subroutine
traekt passes to a waiting state until all treads ascertain that all systems are solved.
The second b:PO construct makes non-signalled the event objects 2a_end which
point to the end of each I'Th. The latter ensures the waiting state in the integration
step.

Instead of the traditional call of the integrator as a subroutine, by analogy
with the serial version without parallef calculations (connection by address) we have
now synchronization of the parent’s thread and the I'Ths. Instead of transmitting data
by actual and formal arguments, now global data are used for transferring the address
of allocatable user-defined type data which contain the generic data - coordinates
of radius vectors, velocities, tolerance, efe.

The threads IThs perform two kinds of synchronizations. The first one is
with the basic thread and should perform the step integration of ODEsS. For this
purpose, event objects with handlers ka _beg are used to start the choice of ODEsS
and their solving; other event objects with handlers ka_end (by one foreach ITh),
signal the end of the integration. These event objects are the same as the above
described in connection with subroutine traekt. The second communication 1s
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between IThs only and is devoted to concurrent ODEsS. As a result of this
synchronization it is possibie that while one thread is choosing a subsequent ODESS,
all others are waiting. In this way, the solution of one ODEsS with different threads
is avoided. The allocation of the systems among [ Ths is achieved within the frames
of “b: DO WHILE()” construction, shown in the next fragment:

SUBROUTINE  Integrator {(th_id num)

a: DO WHILE{ true.}
k= WaitForSingleObject(ha_beg WAIT_[INFINITE) ! Event for threads starting

b: DO WHILE(glb_counter.LT. numsat) ! OD2EsS concurtent distribution
k= WaitForSingleObject(ha_1,WAIT_INFINITE) ! prohibition ¢f ODEsS distribution
glb_counter= glb_counter + |: ! serial number of ODEsS
ioc_counter= glb_counter: ! remembering in local thread’s
storage
k= SetEvent(ha_1) ! release of ODEsS distribution

IF{loc_counter.GT.numsat) EXIT
CALL rkfasd({loc_counter,m,transfer_data(loc_counter)%at, ... }
ENDDOb ! end of concurrent distribution
k= ResetEvent(thread par(th _id num)%ha_beg)
k= SetEvent{thread par{th id num)%ha_end)
END DO a

END SUBROUTINE Integrator

6. Analysis of the effectiveness

The entire PODEsSI code is developed on Compaq Visual Fortran
Professional Edition v.6.6 under WindowsXP, using QuickWin library. Tests were
conducted on one core Intel and AMD processors for checking the correctness.
Experiments were conducted on a double core Athlon to establish the effectiveness
of the integration of' motion equations of six satellites with different orbits. The
experiments have shown that, with double core processors, the calculation time is
not possible to be decreased. The serial code execution time which is transformed
into a thread increases about twice. Besides, time is necessary for the threads’
synchronization between parent’s and children’s IThs. As a result, the execution
time of the parallel version exceeds the time of the serial one by about 30%.

7. Conclusion and future work

The basic part of the theoretic and experimental investigations which are
related with different aspects of solving ODEsS-1VP has private character and
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restricted practical application. The increase of the effectiveness and the investigation
of ODEsS integration have major significance in solving complex problems related
with difficult simulation models of physical reality. These models can describe both
moving satelhites and different satellite subsystems. ‘The whole simulation model can
include models of instruments and mechanisms, of the environment where the
measurements are conducted, as well as of investigation method and investigated
object. Some of the private models can be deterministic and others - stochastic. In
such conditions, both the IThs and other threads can be initialized in completely
competitive conditions - for example, for calculation of the geophysical parameters
by orbits of satellites included in the model, the geomagnetic field, the directions of
the instrument optical axis, for measurements imitation and analysis of the statistical
reliabilify. Further analysis is necessary to explain the behaviour and effectiveness of
the adaptive parallel integrator in the framework of such a global model.

We can consider normal the above results obtained using double core
processors. [t s necessary to conduct experiments with quad core processors. We
can expect decreasc of the execution time of a parallel code compared to the
execution time of a serial code.
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MAPAJTEJEH HHTEI'PATOP HA CUCTEMHW OT OBUKHOBEHH
JHOEPEHHHUAJMHN YPABHEHWA 3A CHMYANPAHE HA
KOCMHMYECKH EKCUEPMMEHTH

Am. Amanacos

Pezrome

Oﬁc’b}iﬂlﬁ"i CC PpA3nuIHEY BEIMOXKHHE H3ITOYMHHWHHA 348 HapaCTBaHC Ha
H34YHCANTEIHOTO BPEME JIpH DCLI2BAHE HA CUCTEMH OT OOHKHOBEHHU
mudepeHIMATHE YPaBHEHHS 38 TPOTHOZHPAHE HA IBHIKEHUETO HA KOCMHYCCKH
obextn. B nactoswmara pabota ce pasrieskaa NoAxXen 3a IOCTPOABAHE HA
HHTETPATOp HA CHCTEMHM OT OGUKHOBEHHU AH(EPERUHaNHE YpaRHeHHS
NpeAHasHauYcH 3a CAHOBPCMCHHO peHIaBaHe Ha YPaBHCHMS Ha ABHXKCHHE Ha
MHOro ofGexTH. [Ipeanara ce napanenu3alusd Ha H3YHCIEHHATA HAa OCHOBATa
Ha HHI1IIKH, Pa3rne>ma CC Ha4YMH 34 CHHXPOHH3a1 M1,
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Abstract

The ratio between the proton and electron masses is shown to be close to the ratio
between the strong and electromagnetic interaction coupling constants at Extremely Low
Energy (ELE). Based on the experimental dara, this relation has been extended for the weak
and gravitational interactions, too. Thus, a mass relation has been found, according to
which the rest mass of the Lightest Free Mussive Stable Particle (LFMSP), acted upon by a
particular interaction, is proportional to the coupling constant of the respective interaction
at ELE. On the basis of this mass relation, the electron neutrino and graviton muasses have
been approximately estimated 10 2.1 x 107 e¥/c? and 2.3 % 167 eV/c?, respectively. The last

value is of the order of the magnitude of c—z . where f is the Hubble constant. It is worth

noting that this value has been obtained by fundamental constants only, without consideration
of any cosmological models.

1. Introduction

Although the neutrino and the graviton belong to different particle kinds
(neutral lepton and carrier of gravity, respectively), they have some similar properties.
Both particles are not acted upon by the strong and the electromagnetic interactions,
which makes their detection and investigation exceptionally difficuit. Besides, both
have masses that are many orders of magnitude lighter than the masses of the rest
particles and they are generally accepted to be massless.

Decades after the experimental detection of the neutrino by Reines and
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Cowan [1], it was generally accepted that the neutrino mass m,, is rigorously zero.

In the Fermi’s theory of -decay [2] as well as in the electroweak theory [3, 4] and
hence, in the Standard Model (SM), the neutrinos have been accepted massless.
Despite this, attempts to determine the neutrino mass have been made as early as it

was found. The recent experiments bound m,,, on the top and its upper limit has

decreased millions of times in the latest experiments, as compared to the initial
estimations of Pauli [5].

The first experiment, hinting that the neutrino probably possesses a mass,
was cartied out by Davis etal. [6]. The total flux of neutrinos from the Sun was
found about three times lower than the one, predicted by theoretical solar models,
thereby creating the problem for the solar neutrino deficit. This discrepancy can
be explained if some of the electron neutrinos transform into ancther neutrino
flavour. Within the frame of the SM, however, there is no place for massive
neutrinos and neutrino oscillations. As a result, the detection of neutrino oscillations
appears crucial for the SM and it requires its extension in direction to the GUT,
SUSY, Superstring/M-theory and others.

Later, the experimental observations showed that the ratio between the

atmospheric vV, and v, fluxes is less than the theoretical predictions {7, 8].

This discrepancy became known as the atmospheric neutrino anomaly. Again it
could be explained by the neutrino oscillations. The crucial experiments with the
50 kion neutrino detector Super-Kamiokande found strong evidence for
oscillations (and hence - mass) in the atmospheric neutrinos [9].

The direct neutrino measurements allow to bound the neutrino mass. The
upper limit for the mass of the lightest neutrino flavour v, was obtained from

experiments for measurement of the high-energy part of the tritium f~spectrum and
recent experiments yield ~ 2 eV/c? upper limit [ 10, 11]. As a result of the recent

experiments, the upper mass limitsof vV, and v, reach 170 keV/c? [12] and 18.2
MeV/c? [13], respectively. The Solar and atmospheric neutrino experiments allow

to find the neutrino mass squared differences Am’, =m;, —m/ and

Am?, = m? — m , butnot the absolute value of the neutrino masses. The astrophysical

constraint of the neutrino mass is ¥ m_<2.2 e¥/c?[14]. The recent extensions of
SM iead to non-zero neutrino masses, which are within the large range from 10

eV/ci 1o 10 el/c’.
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Although the graviton hasn’t been experimentally detected vet, most of the
quantum gravity models posit a neutral spin-2 particle, appearing carrier (gauge
boson) of gravity. Similarly to the case with the neutrino before 1998, the prevailing
current opinion is that the graviton is massless. This opinion is connected with Einstein’s
theory of general relativity, where gravity is described by a massless field of spin 2 in
a generally covariance manner. The nonzero graviton mass produces a finite range

h

of gravity s ~ Ky = m ¢ - [here are two kinds of astrophysical methods for esti-
&

mation of the upper limit of the graviton mass (or low limit of %) — static and
dynamic methods. The static methods are based on the search of difference be-
tween Yukawa potential for massive graviton and Newton potential for massless
graviton. The Solar system measurements infer 4,>2.8 x10" m, that is equivalent
tom, <4.4 x10-2 eV/c? [15]. Rich galactic clusters allow to estimate

m <2 x10%® B eV/c?[16], where A ~0.65 is a dimensionless Hubble constant.

This is the lowest limit of the graviton mass and therefore this value is used in the
present paper. The dynamic methods are based on the differences of the emission
and propagation of the gravitational waves from binary stellar systems in cases of
massless or massive graviton. The possibilities of the astrophysical measurements to
limit the graviton mass, including Laser Interferometer Space Antenna (LISA4), are
still of the order of the static tests magnitude in the Solar system [17]. Will and Yunes
[18) suggest considerable improvement of these results for extra-Galactic massive
binaries.

The theoretical estimations of the gravilon mass are most often based on the
assumption that the Compton wavelength of the graviton X , isclose to the Hubble

hH
distance ¢/H ~ 1.4 % 10% m, which produces a value of the graviton mass 72, ~ PEl

10 eV/c?, where H~65 km s Mpc™ is the Hubble constant [19, 20]. Wood

ward ef al. [21] obtain a value of the graviton mass 4.3 x 10-* eV/c? for an infinite
stationary universe, but the expansion of the Universe is a fact, long ago established.
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2. Determination of the coupling constants at extremely low
energy

Four fundamental interactions are known - strong, electromagnetic, weak
and gravitational, whose strength decreases in the direction from strong to gravitational
interaction of dozens orders of magnitude. A measure for the interaction strength is
adimensionless quantity, namely the coupling constant of the interaction (o), which
is determined from the cross section of the respective processes. It is known that
the coupling constants of the interactions are running [22, 23]. With increase of the
processes energy, the coupling constant of the strong interaction decreases and

reaches o = (.11 at 189 [24] GeV, and the rest coupling constants increase. Since

modern experiments are performed with energy of hundreds GeV, a value of the
weak coupling constant, closc on the electroweak scale, approaches the coupling
constant of the electromagnetic interaction. The electromagnetic coupling constant

increases exceptionally slow and remains = 7.81 x 10 evenat energy E ~ m, ¢~
80.4 GeV [25]. The coupling constant would fulfill the role of unique property of the
particular interaction when the energy is fixed. Recent unified theories predict
unification of the four interactions on the Planck scale (E ~ 10" Gel). Close to
such energy, the four interactions and coupling constants merge. Thus, with the energy
increase, the interactions (and the coupling constants) converge and become more
hardly differentiated from each other. A similar situation occurs with the particles
since their rest masses become a negligible part of the full masses. The purpose of
this paper is to relate the rest masses of the lightest stable particles, acted upon by
the respective interactions with the respective coupling constants. That is why it is
necessary to determine the coupling constants under conditions when the interactions
(and the particles) are differentiated as much as possible and, this is the case when
the energy of the processes reaches extremely low value. Thus, each coupling
constant obtains a unique asymptotical value at Extremely Low Energy (ELE), which

will be designated by «(0) .
The coupling constant of the electromagnetic interaction ¢, isknown the fine structure

2

constant «,{0) = ;— = a~7.30x 107, where e is the elementary electrical charge,
¢

» - Planck constant, ¢ —the light velocity.
The coupling constant of the weak interaction ¢, is determined by the
eXpression:
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1 a.=

where G, is Fermi coupling constant, » — the interacting particle mass.

As mentioned above, it is necessary the coupling constants to be determined
at ELE of the processes. The lowest-energy process, involving the weak interaction,
is the neutron f - decay. The process is running extremely slowly (7~ 880 5),and a
minimum quantity of energy is released AE ~ 0.78 MeV ~ m ¢? = 0.511 MeV.
Therefore, m in expression (1) is substituted by the electron mass m_and for the
weak coupling constant at ELE, the following value is obtained:

2
Gmc

2) a,(0)~ ~ 3.00x 10"

This value of the weak coupling constant is close to the one accepted in

[26], wher "' The value of the weak coupling constant, obtained from

(2) is minimal as a result of the minimal energy of the neutron - decay. The rest
decays involve the weak interaction, occurring with considerably higher energy and,
as a result, the typical values of ¢ are in orders of magnitude higher than such
energy. For this reason & often determines by (1) replacing m with the pion or
proton mass.

It is known {27] that in cases of slow nucleons scattering (without angular
momennnn) the strong coupling constant reaches amaximum value ¢, ~ 10+ 17, in
[28] «, is accepted ~ 15 and in [29] .~ 14. As a result, the strong coupling

constant at FLFE isaccepted «, (0) ~ 14 £ 1 inthis paper. The strong coupling constant

is often accepted a unit but this value corresponds to high energy of experiments
within the GeV sector.
The coupling constant of the gravitational interaction is determined by the
expression:
G,m.m

g o =M%3‘21 102
®) & he 8

where G, 1s the universal gravitational constant and m, and m, are the electron
and proton masses. This estimation is a conventional medial value between

2
= and @, =—2—".
hic he
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Thus the coupling constant of the strong, electromagnetic, weak and
gravitational interactions at ELE are 14, 7.30x107, 3.0x10"* and 3.21 x 10%,
respectively.

3. Phenomenological mass relation for free massive stable particles

Among the hundreds observed particles, only several free particles are
notable, which are stabie or at least their lifetime 1s longer than the age of the Universe.
These particles are the proton (p), electron (e), photon (y), neutrinos (v, and
hypothetical graviton (g). These particles play a key role since together with the
quasi-stable neutron they build the known matter in the Universe. Although according
to the quantum chromodynamics the proton is composed by quarks, it has displayed
itself as an undivided particle in the recent experiments. Only free massive stable
particles are examined in this paper. The quarks and gluons are bound in the hadrons
by confinement and they cannot bc immediately detected in the experiments, and
the photon 1s massless. Therefore, these particles are not the subject of this paper.

_ m
The ratio between the proton and electron masses 1s "j‘ ~1836 Onthe

other side, the ratio between the strong and electromagnetic coupling constants at
a,(0)

(24

ELE1s ~ 1918 The two ratios differ by less than 5%, which is less than the

error of ar_(0). Consequentially, the found relation is hardly an incidental coincidenice,

therefore would be written:
m, a/(0)
@ T

Thus, it is shown that the ratio between the proton and electron masses is
close to the ratio between the strong and electromagnetic coupling constants at
ELE. The proton and electron are the Lightest Free Massive Stable Particles
(LFMSP), acted upon by the strong and electromagnetic interactions, respectively.
This relation is important since it connects the masses of LFMSP, acted upon by the
strong and electromagnetic interactions and the respective coupling constant at ELE.
The relation (4) suggests that the mass of LFMSP, acted upon by the strong (or the
electromagnetic) interaction is proportional to the respective coupling constant at

ELE,ie. m, ~ ka (0) and m, =~ ke, where k is a constant. Therefore, it is
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interesting to examine whether this rule is valid both for the weak interaction, which
is several orders of magnitude weaker than the efectromagnetic interaction and for
the gravity, which is dozens orders of magnitude weaker than the weak interaction,
LFMSP acted upon by the weak interaction is the electron neutrino and LFMSP
acted upon by the gravity most probably appears the hypothetical graviton. Although
the rest masses of the two particles are yet unknown, the direct neutrino mass

experiments and the theoretical models suggest the v, mass between 10 eV/e?

and 2 eV/c, L.e. is several orders of magnitude lighter than the electron. Again, the
astrophysical constraints allow to find the upper limits of the graviton mass and
according to these constraints, if the graviton really exists its mass would be less

than 3.1 » 10 eV/c?, i.e. dozens orders of magnitude lighter than v, . Table [

presents the obtained in Section 2 coupling constants of the interactions at ELE, as
well as the masses of LFMSP, acted upon by the respective interactions. The
experimental upper limits of the electron neutrino and graviton masses are presented,
too.

Table I shows that with increasing Lthe intcraction strength (coupling constant),
themassm  of LFMSP acted upon by the respective interaction also increases.
‘The data from Table I are presented in a double-logarithmic scale in Fig.1, which
shows that the trend is clearly expressed.

Tuble I: Coupling constants of interactions at ELE and the masses
of LEMSP acted upon by the respective interaction.

Fundamc?mal Coupling Particle Experimentzzl Calculated Mass
Imeraction Constant Mass (eF/c) {eV/c?)
Strong 4 r 9.38 X {0° 08X I0®
Electromagnetic | 7.30¢ X 10 e 5.1 X 102 -
Weak 3.00 X 10 v 0<m<2 2.1 X104
Gravitational 321 X 10+ g < 3.1 X 10 23X 1o

The points in Fig. 1, corresponding to the electron and proton masses and
to the upper limit masses of the electron neutrino and graviton, are approximated
by the least squares with a power law:
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(5) Logm, . =0.880Loga(0}+8.493
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) -10
=
I . -20
é“ # Predicted mass
& O Expermmerntal mass
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4 -4n
-50

Log Coupling constant

Fig. 1. Dependence of the mass of LFMSP acted upon by a particular interaction
on the coupling constant of the respective interaction at ELE. The dashed line
presents the approximation (5} of e, p and the upper mass limits of g and v, The
thin solid line presents the approximation (6} of e, p and the lowest limit mass of
v taken from the models. The thick solid line presents the strict linear
approximation (S=1).

Although this approximation 1s only on 4 points, the correlation found is
close and the correlation coefficient reaches r = 0.997, which supports the power
law. The stope (S) is a liftle smaller than a unit, but it should be reminded that instead
of the electron nevtrino and graviton masses, their upper limit values are used, which
produce a certain underestimation of the S value. Therefore, it can be said that the
regression is close to a linear one, Similarly, the points, corresponding to the electron
and proton masses and to the low limit of the electron neutrino mass from the theoretical
models are approximated with a power law, too:

(6) Logm . =1.196Loga(0})+7.883

This approximation is similar to (5) and the correlation is close again (r =
0.999). Now the slopc is a little bigger than a unit. The certain slope overestimation
is due to the fact that in this case instead of the still unknown value of the electron
neutrino mass, the lowest neutrine mass limit 1s used from the models, Approxima-

min

tions (S}yand (6) produce at &, (0} =3.21 x10* a value for the graviton mass inan
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interval from 1.8 x 10 eV/c?t0 3.1 x 107% eV/c?, 1.e. it suggests that the graviton
possesses a negligible, yet a nonzero mass. These approximations show that the
mass of LFMSP, acted upon by a particular interaction, increases with the increase
of the respective coupling constant ¢(0) by a power law with S~ 1,1, close to
the linear one. The coincidence (4) of the ratio between the proton and electron
masses with the ratio between the strong and electromagnetic coupling constants at
ELE also supports a linear dependence (without intercept) between m, . and a(0) .
Hence, the experimental data suggest a linear dependence (S = 1) between the
mass of LFMSP and the coupling constants:

(7) Logm_.. = Loga(0)+k,

where & is a constant.

- =10"a(0) = ka(0) . Inthis way, the
experimental data and constraints suggest that the mass of LFMSP, acted upon by
a particular interaction, is proportional to the coupling constant of the respective
interaction at ELE:

(8) mf win ka; (0)

where ks a constant, i =1, 2, 3, 4 - index for each interaction and LFMSP acted
upon by arespective interaction.

Constant & can be determined by the fine structure constant (o | =ot) and
the electron mass {m, =m )since both are measured with very high precision

Expression (7) transforms into m

in

m, 7 2
k=—5~7.00x10°eV /¢ The substitution of this value in (8) yields the mass

relation:

m
- =%ea00
9) M inin o a;(0)

Therefore, LFMSP corresponds to each fundamental interaction and its
mass is proportional to the strength of the respective interaction.

4. Neutrino and graviton mass estimations and discussions

The found mass relation (9) can be examined by the strong interaction since
the proton mass is measured with high precision. The application of the mass relation
on the strong interaction yields the lightest stable hadron mass m_~ 9.80 x 10°
eV/c?. Therefore, the proton mass value obtained by the mass relation would be
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only 4.5% higher than the experimental value of m . This result shows that the found
mass relation possesses heuristic power. The application of mass relation (9) on the
weak interaction allows to evaluate the mass of the electron neutrinom _=2.1 x 10-
‘eV7c?. This value is close to the prediction of the simple SO¢Z 0} model for the
lightest neutrino mass m = 2.4 x 10+ e¥/c?[30].

Finally, the application of massrelation (9) on the gravitational interaction

. . m, Gym 3 m

produces an estimation of the graviton mass m, = ;‘ag = 7—1 ~ 2.3 x
10+ eF/c?, which is several orders of magnitude smaller than the upper limit of the
graviton mass, obtained by astrophysical constraints. Thus, the graviton mass has
been estimated by fundamental constants only - universal gravitational constant,
electron and proton masses and elementary electrical charge. It is worth noting that

hH
this value is of the order of the magnitude of R but by the suggested approachit

has been obtained without consideration of any cosmological models.

The calculated masses of the four free stable particles are presented in
the last column of Table I, It shows that the fitting of the calculated values and
the experimental data is satisfactory. In this way, the found mass relation is
remarkable since it unifies the masses of four stable particles of completely
different kinds (p, e, v, and g} and covers an extremely wide range of values,
exceeding 40 orders of magnitude. The found mass relation allows approximate
estimation of the neutrino and graviton masses, which affords the opportunity
for 1ts verification in the nearest years when the direct neutrino mass
measurements are expected to reach the necessary threshold of sensitivity.

The obtained value m_~2.1 x 10”¢}/c? and the results from the solar and
atmospheric neutrino experiments allow to estimate the masses of the heavier neutrino
flavours - v, and v_ The results from the Super Kamiokande experiment lead to

the neutrino mass squared difference Am; ~2.7x107el® [31]. Recent results

on solar neutrinos provide hints that the Large Mixing Angle (LMA) Mikheyev-
Smimov-Wolfenstein (AMSH) solution is more probable than the Small Mixing Angle

(SMA) MSW [32]. The LMA leads to Am], ~ 7 x 107 ¢}? [33] and the SMA leads
to Am?, ~ 6x107°e}? [34]. In this way, both solutions yield m, ~0.05 eV/c?.
The most appropriate LMA yields m,,, ~ 8.4 107 eV/c?, and SMA yields m,, =

2.5% 107 eV/c?. Thus, the obtained valucs of the neutrino masses support the normal
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hierarchy of neutrino masses.

Now it is not clear yet what the cause for the relationship between the
masses of LFMSP and the interaction coupling constants is but its existence is
confirmed by the recent experimental data and constraints. Most probably the found
mass relation represents an expression of a universal symmetry, including free stable
particles of most diverse kinds (hadron, charged lepton, neutral lepton and carrier
of gravity).

It is interesting that mass relation (9) is very similar to equation (10) derived
in {35] by a fotally ditferent approach, namely by strong gravity model and
astrophysical constraints:

1.3
hz qﬂ
(10) m—[GNRJ he

where R, = ¢/H is the Hubble distance and g is the “main charge”.

|
fi 2
The mass dimension coefficient of proportionality 7% = [G R, ] ~
N

m,
1.05x 10 kg is close to & = —6";— ~1.25 x 10 kg.

The presence of an exceptionally small, yet nonzero mass of the graviton,

involves a finite range of the gravity 7, ~ X , and Yukawa potential of the gravita-

_ G, M /% .
tional field $(r}=- " exp(—+ /K ), where X , is Compton wavelength of the
h
graviton K= m ¢ ~¢/H. Since isinorder of magnitude of the I fubble distance,
14
the deviation of Newton potential from Yukawa potential is manifested very weakly
at adistance r << ¢/Fl. As aresult, the experimental determination of the graviton

mass will be a serious challenge. Yet, it can be expected that appropriate astro-
physical or laboratory experiments will be found for experimental determination of
the graviton mass. The massive graviton might turn of considerable importance for
the description of the processes in the nuclei of the active galaxies and quasars, the
gravitational collapse as well as for the improvement of the cosmological models.
The massive graviton places other challenges before the modern unified
theories. Among them are the famous van Dam-Veltman-Zakharov (vDVZ)
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discontinuity [36, 37] and the violation of the gauge invariance and the general
covariance. Yet, there are already encouraging attempts to solve vDVZ
discontinuity in anti de Sitter background [38].

5. Conclusions

Among the huge multitude of observed particles, a small group of several
free particles is noticeable, which are stables or, at least their lifetimes are longer
than the age of the Universe. These particles are very important since together with
the quasi-stable neutron they build the known matter in the Universe.

The interaction coupling constants are determined at ELE close 1o m, ¢’

when the interactions are most different in their strength and are differentiated
clearly from one another. It is shown that the ratio between the proton and
electron masses 1s close to the ratio between the strong and electromagnetic
coupling constants at ELE. Further on, based on the experimental data, a mass
rclation has been found, according to which the rest mass of the Lightest Free
Massive Stable Particie (LFMSP), acted upon by a particular interaction, is
proportional lo the coupling constant of the respective interaction at ELE, This
mass relation is remarkable, since 1t connects the masses of the particles, most
important for the stability of the Universe, i.c. the stable particles, with the most
substantial property of the fundamental interactions, i.¢. their coupling constants.
The applied approach suggests that the graviton mass is nonzero. The electron
neutrino and graviton masses are approximately estimated to 2.1 x 10* eV/¢?
and 2.3 x 107" eV/c?, respectively. The obtained value of the graviton mass ts of

hH .
the order of the magnitude of —— and this value has been found by fundamental
c
constants only, without consideration of any cosmological models. The masses
of the heavier neutrinos v, and v, are estimated by the results of the solar and

atmospheric neutrino experiments. The mass of v, is close to 0.05 eV/e? while

the estimation of m,, depends to a certain extent on the MSH solution. Yet,

v

both solutions support the normal hicrarchy of the neutrino masses.
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OHEHKH HA MACHTE HA HEYTPHHOTO HT'PABUTOHA
NNOCPEACTBOM EJJHH ®EHOMEHOJIOI'HMEH HOIX0/A

A. Bvaeg

Pesrome

TToka3aHo €, 4e OTHOLIEHUETO MEXTY MACHTE HA [IPOTOHA U €JICKTPOHA
e OMU3KO 70 OTHOIICHUETO MEKRY KOHCTAHTHTE Ha CBLP3BAHE 3a CHITHOTO H
SJICKTPOMATrHMTHOTO B3aUMOJICHCTRHE NIPH eKCTPEMAHO HUCKA eHeprus
{EHF). Ha Ga3ara Ha eKCHEPUMEHTANHATE JAHHM Ta3# BPh3ka ¢ paslnipeHa
M 3a cnaboTo M FPaBMTAIMOHHOTO B3aumMoaelkicTere. [lo TakeB Haunu Oe
HAMEpPCHA MACcOBa BPB3Ka, CHIIACHO KOSTO MaCaTa Ha TIOKOM Ha Hail-nexara
cB0OOAHA MacHBHa cTaOMNHA YaCTHIA, YUacTBYBaluld B IaAeHO
B3aUMOZEHCTBHE, € IPOIIOPHUOHAIHA Ha KOHCTAHTaTa Ha CBbp3Bane npu EHE
3& ChOTBCTHOTO B3anMoacHcTBHE. Ha Oazara Ha Ta3yl MacoBa BPB3Ka MacHTte
Ha €IEKTPOHHOTO HEYTPHHO H FPaBHTOHA 0Jxa OLEHEHN CHOTBETHO Ha 2.1 x

hi
10 eV/e? m 2.3 x 10 eV/cl. Tlocnennata crodHOCT € OT NOPAABKA HA e

KBAETO H ¢ KOHCTaHTaTa Ha XBOBI. Jacnyxasa cu fa ce 0TOCNEKH, 9€ TasU
CTOMHOCT € NOJTydeHa CaMo [I0CpescTBOM (byHAaMeHTAHN KOHCTaHTH, 0e3
pasriaexJaHe Ha HUKAKEB KOCMONOTHYEH MOJEL.
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TEXTURE EDGE DETECTION TECHNIQUES USING
TEXTURE FEATURES AND GRADIENT-BASED EDGE DETECTORS
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Abstract

Texture edges are the locations where there is an abrupt change in imuge texture
properties. Two novel texture edge detection techniques, which used texture feature
extraction and segmentation before conventional gradient-based or zero crossing edge
detection algorithms (Roberts, Sobel, Prewitt, Laplacian, Kirsch, Robinson and Canny)
are proposed and tested in this paper. The most common image segmentation methods are
used in experiments for texture segmentation: fuzzy c-means, grav level quantization,
histogram thresholding, median cut and principal components transformation/median cut.
Results from applying these texture edge detection techniques to satellite images are
presemted and anahized.

1. Introduction

Spatial, spectral and texture properties have been used for many years in
many remote sensing applications such as mapping and analysis of ground cover.
Texture analysis methods and techniques grew in popularity during the late 1990s as
the resolution of satellite images increased. Texture analysis has been studied in
computer vision literature. Several definitions of texture have been formulated by
rescarchers and one early definition is due to Haralick: “The image texture we consider
is non figurative and cellular... An image texture is described by the number and
types of its (tonal) primitives and the spatial organization or layout of its (tonal)
primitives. . A fundamental characteristic of texture: It cannot be analyzed withouta
frame of reference of tonal primitive being stated or implied. For any smooth gray-
tone surface, there exists a scale such that when the surface 1s exarmined, it has no
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texture. Then as resolutton increases, it takes on a fine texture and then a coarse
texture™ | 1].

The visual interpretation of images has relied on image spatial properties.
Spectral features are atso efficiently used for discrimination and identification ot the
objects in interpreting images besides spatial features. Remote sensing in the visible
and near infrared ranges of the electromagnetic spectrum finds wide application as a
method for discrimination of natural objects, their states and texture peculiarities, as
well as for monitoring of ecosystems, In [2], results are presented for recognition of
natural objects along a trace on the ground surface of the territory of Bulgaria using
data for the solar radiation refiecied from these objects. Data were collected by
means of a trace multichannel spectrometer onboard the MIR spatial station.

The role of image texture and the incorporation of texture features in image
classification procedures is very important with the ever-increasing spatial resolution
of remotely sensed data. Augustejin [3] uses a neural network classifier for ground
cover identification in satellile images based on texture measures and compares a
range of texture features (co-occurence matrices, gray-level differences. texture-
tone analysis, features derived from Fourier transform, and Gabor filters). Raw pixel
based classification is used to provide a baseline. The results show that the best
feature set depends on the data to be classified.

Unser {4] developed local linear transforms for texture measurement. He
proposed using four 2 x 2 Hadamard masks: the first measures the magnitude, the
other three masks approximate the derivatives in horizontal, vertical and diagonal
directions. After convolution with masks, the computation of the local variance using
amoving window in the image is applied.

In {5]. the authors introduce a novel texture description scheme. Texture
representation uses a cormbination of edge and region statistics. The results show
that edge-based representation is the best.

Feature-based texture analysis derives texture measures directly from the
image by local operators, statistical attributes and examination of images in the

frequency domain. The mam focus of remote sensing scientists has involved the use
of second-order statistics from the gray-level co-occurrence matrix. Many different
methods are used to extract fextural information from images: structural, statistical,
model-based and transform-based. Recent research has focused on texture measures
derived from moving a fixed-size, odd-numbered window through the image and
calculating a variety of different pixel relationships [6]. Relatively few studies have
focused on the use of lower-order statistical properties of images | 7).
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Anedge ina nontextured image is a sequence of pixel location where there
isanabrupt change in gray level (intensity) values on either side of the pixel locations.
A texture edge is associated with changes in the texture characteristics. Conventional
gradient—based edge detection algorithms can detect only local changes in intensity
values and they are suitable only for nontextured images. When applied to textured
images. gradient-based edge detection methods detect intensity edges, which are
micro-edges [8].

Edge detection techniques often use a mask (2 x 2, 3 x 3.pixels) that is
convolved with the pixel m the window (Fig. 1). An edge detector can be [9]:

1. Directional which can be used to detect orientations at 90° intervals (the

Roberts, Sobel and Prewitt operators).

2. Dircctional which can be used to detect orientation at 45° intervals (the
Kirsch and Robinson operators).
Non-directional (the Laptacian).
The canny edge detection algorithm [10] is based on the zero crossing of
the image function second derivative. It is known to many as the optimal edge
detector.

Kazuhiro [11] proposed a method which can be applied to colour and texture
edge extraction. Irf this method, an edge is defined not as a point where there is a
large change in intensity, but as a region boundary based on the separability. which
depends only on the shape of an edge. This characteristic enables easy selection of
the optimum thresheld value for the extraction of an edge.

Texture edge detection techniques can be used for textured object
classification and object recognition. They arc able to work with boundary and
conteur detection techniques on stages of object boundary detection or region of
interest detection.

The goal of this research is to detect the macro edge separating the two or
more texture regions on satellite images. The objective of this work is to develop
techniques 1o extract wexture edges in and between exture regions.

2. Texture edge detection

Lad

Edge detection is a research field within image processing and computer
vision. in particular within the area of feature extraction. Edge detection consists of
creating a binary image from gray scale image by finding a high intensity gradient or
the second derivative zero crossings. The cdges identified by edge detection are
often disconnected, Discontinuities are brideed, if the distance between the two
edges is within some predetermined threshold. Region boundaries and edges are
closely related, since there 1s often sharp adjustment in intensity at the region
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boundaries.

Texture edges can be micro-edges and macro-edges. Micro-edges can be
detected using small-distance operators. Macro-edges need large-size edge
detectors. There are many texture edge detection techniques using difterent texture
features and different algorithms including edge detectors. image enhancement. edge
models, etc. In this research, conventional edge detection techniques are used after
novel proposed preprocessing scheme for texture feature extraction. Micro-edges
are obtained using conventional edge detectors: the Roberts, Sobel, Prewitt,
Laplacian. Kirsch. Robinson and Canny edge detection algorithms. Macro-edges
are obtained using texture segmentation betore edge detection. The most common
segmentation algorithms are used: fuzzy c-means, gray level quantization, histogram
thresholding, median cut and principal components transformation/median cut.

3. Edge detectors

Edges are used to find region boundaries. Boundaries and their parts (edges)
are perpendicular to the direction of the gradient. Gradient operators can be divided
mnto:

1. Operators approximating the first or second derivatives of the image function
using differences. Operators which are rotationally invariant { Laplacian) need
one convolution mask only (Fig. 1d). Operators which are able to detect
edge direction (Roberts, Sobel. Prewitt, Kirsch and Robinson) are
represented by a collection of masks, each corresponding to a certain
direction(Fig. 1a,b.c, e, ).

2. Operators based on the zero crossings of the image function second
derivative (Canny edge detector).

The Roberts operator approximates the gradient of the image function. The
Sobel., Prewitt, Kirsch and Robinson operators approximate the first derivative.
The Laplace operator approximates the second derivative [12].

The Canny edge detection algorithm is known as the optimal edge detector
based on three criteria: _

1. Detection criterion - important edges should not be missed, there should be
IO SPUriouUS reSponses.

2. Localization criterion —distance between the actual and lecated positionof

the edge should be minimal.
One response criterion — minimizes multiple responses (o a single edge
{partly covered by the first criterion).

e
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(1) Robinson

Fig. 1. Edge detectors masks

The Canny edge detector works as follows:

Smoothes the tmage to eliminate noise.

Finds the image gradient to highlight regions with high spatial derivatives.
Suppresses any pixel that is not at the maximum (nonmaximal suppression).
Reduces the gradient array by hysteresis. It uses two thresholds. If the
magnitude is below the first threshold. itis set to zero (made a noncdge). It
the magnitude 1s above the high threshold, it is made an edge. If the magnitude
15 between the two thresholds, then it is set to zero.

Each edge detection operator has its advantages and disadvantages { Table1).
All gradient-based edge detection operators {Roberts, Sobel, Prewitt, Kirsch and
Robinson) are able to detect edge direction, but they depend on the size of objects
and on noise. The Roberts, Laplace and Canny edge detectors have their own
advantages and disadvantages.

= by —

4. Texture features

Every pixel is described by texture feature, which must be homogenous

inside a texture region. In this research, the two novel scalar texture features are
~ used: texture feature 1 and texture feature 2 from | 13]. For every pixel in the image.
a 5 x 5 pixel window is considered, where P(x.y) is the gray level value of pixel
(x.¥). Forevery 5 x 5 pixel mask, the average intensity value M of pixels is calculated.
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Table 1. Advantages and disadvantages of edge detection operators

Operator

Advantages

Disadvantages

The Roberis opemtor

The simplest and Ristest operator.,

li has high sensitivity 0 noise.

The Sobel operator

ft s able to detenmine gradient direction.

It depends on the size of objects and has
sensitivity 10 noise,

The Prewit operator

It is abke to detemmiine gradient direction.

It depends on the size of obyects and has
sensitivity 1o noise.

The taphce operator

It gives gradient magnitude only and is
rotationally nvarknt.

It responds twice to somre cdges i llw
image.

The Kirsch operator

It is able to detenmine gradient direction.

il depemds on the size of objects and has
sensitivity 10 poise,

The Robinson

It is able 10 determine gradient direction.

It deperds on the size of objects and has

Optimal for step edges carrupted by
while noise.

operator sensitivity 10 noise.
The optimaledge detector based on three
criteria: detection criterion, localization
The Camy edge o S Smoothes the shape oo much and wends
’ criterion and one response criterion.
detector to ¢reate closed loops of edges,

Texture features (TF) are defined as a difference of intensity value of the central
pixei and the average intensity value in the feature masks:

M, = (Px+2.y-2)+ Plx+2,p)+ Plx+ 2,y + 2} + Plx+ 1Ly~ 1)+

(1)

Plx+1,p+ 1+ Ple,y-2)+ Pl v)+ Plr,y + 2)+ Ple -1y - 1)+

Plx-Ly+ U+ Plx~2,y-2}+ Plx =2, v}+ P(x~ 2,y + 2113

(2)

TF = Px,y)— M,

M, =(P(x+2,y—1)+ P(x+2,y+1)+P(x+l,y—2)+ Plx+1y)}+

(3)

Plx+1,y+2)+ P,y =1+ Plx,v + 1)+ Plx =1,y = 2}+ Px -1, v}+

Plr—1,y+2)+ Plx -2,y 1)+ Px -2,y +1))/12

(4)
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These texture features are implemented in image processing and analysis
software Image] [14] as macros. These macros display two resultant texture feature
umages (Figs. 3 and 4).

S. Texture edge detection techniques

Two novel edge detection techniques are proposed. The first technique 1s
based on texture feature edge detection. The second is based on texture feature
image segmentation and edge detection. Texture segmentation has been done by
five image segmentation algorithims in CVIPtools [ 15]: fuzzy ¢c-means, gray level
quantization, histogram thresholding, median cut and principal components
transtormation/median cut.

The first technique works as follow:

. Texture feature extraction by texture feature 1 and 2 {13, 14].

2. Applying conventional edge detection operators on resultant texture feature
images {15].

The second technique works as follow:

1. Texture feature extraction by texture feature 1 and 2 |13, 14].

2. Resultant image segmentation by using the image segmentation algorithms in
CVIPtools {15].

3. Applying conventional edge detection operators on resuitant texture
segmentation images [15],

6. Experiments

The MODIS flying on NASA's Terra satellite captured the image (Fig. 2a)
of floods in the border region of Western Turkey, Eastern Greece, and SouthEastern
Bulgaria on November 22. The second image (Fig. 2b) shows the region on
November 9. under normal conditions. Both images were made with a combination
of visible and infrared iight [16]. The Evros River, called the Meri¢ River in Turkey,
flows from Bulgaria south along the border between Turkey and Greece and 1nto
the Aegean Sea, Flowing into the Evros from the east, the Ergene River is similarly
flooded, as are a number of other tributaries, including the Ardas.

These satellite images are used to obtain texture feature images (Iigs. 3
and 4). The implemented experiments apply the proposed texture edge detection
techniques. The obtained results are presented and analtyzed.
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(@) (b)

Fig. 2. The MODIS sutellite images ohiained on 9 11,2007 fat) and
22112007 ¢b)

(1) {b)

Fig. 3. The texture feature 1 images: 9112007 (w) and 22.11.2007 th)
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{a) {(b)

Fig. 4. The texture feature 2 images. 9.11.2007 (aj) and 22.11.2007 (b

7. Results and discussion

To evaluate the techniques, it is necessary to have some comparison basis
for. In this research, the basis is another technique that has been widely accepted by
the scientists: the Gray-Tone Difference Matrix (GTDM) and the “flat texture image™
(the image minus the median filtered image).

The GTDM has been proposed in an attempt to define texture measures
correlated with human perception of textures. In this work, five different features
are uscd 10 quantitatively describe such perceptual texture properties as coarseness,
contrasl. busyness, complexity, and texture strength [17].

The *flat texture images” (Fig. 5) represent a texture because the operation
the image minus the median filtered image removes the effect of the overall intensity
level.

The edge detection operators are applicd on the resultant images. The results
show that proposed texture edge detection techniques have been successfully applicd
on satellite images with obtained rate commensurable to edge detection on these
imagcs. In the statistical approach, there is no reliable distinction between the results
based on the comparison technique and the proposed techniques.

Figures 6, 7 and 8 show the complied results for the proposed technique.
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(a) (b)
Fig. 5. The “flat rexture imuges™: 9.11.2007 (a) and 22.11.2007 (h)

{(a) Roberts (b) Sobel

{c) Prewiit

(d) Laplacian



(g) Canny

Fig. 6. The results from upplying the first proposed texture edge detection
technique o the satellite image obtained on 9.11.2007

(a) Roberts (b} Sehel



el
(c) Prewitt (d) Luplacian

(¢) Kirsch

(g) Canny

Fig. 7. The results from applying the first proposed texture edge detection
technigue 1o the satellite image obtained on 22.11.2007
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The fuzzy c-means segmentation and ihe Kirsch edge detection

The histogram thresholding segmentation and the Kirsch edge detection

S



The principal component transformation/median cut segmentation
ane the Kirsch edge detection

(a) (b)

Fig. 8 The results from applying the second proposed texture edge
detection technique on the stage of the Kirsch operator to the satellite
images obtained on 9.11.2007 (a) and 22.11.2007 (b)

8. Conclusion

Two novel texture edge detection techniques are developed and tested.
They have been applied to MODIS satellite images of flooded regions of Turkey,
Greeee and Bulgaria on 9.11.2007 (normal conditions) and 22.11.2007 {floods).
The results evidence of the successtul application of the proposed techniques for
texture edge detection,
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The feature work is addressed to identifying texture boundaries, which is
crucial for higher—level processing of contours. Since textures consist of contours, a
contour processing stage will process ail the contours within the texture, which is
unnecessary, as these contours do not represent boundaries. Therefore, it is beneficial
to inhibit texture regions before higher—level processing, such as contour extraction
OCCurs.
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TEXHHKH 3A OIPEAEJIAHE HA TEKCTYPHH 'PAHHLH,
H3NOJIBBAILIH TEKCTYPHH ITPH3HAIIA
UTPAJUEHTHH JETEKTOPH

M. Hawnesa

Pezrome

TexcTypHU rpaHMl Ce HApUYaT MECTATA B H300paxkeHue, KLASTO HMa
PA3Ka IMMPpoMAHA Ha TCKCTYPHHUTE XApaKTCPUHCTHKH. B paﬁm‘a‘ra CA MIPEATTONKERH
H TCCTBAHH JABC HOBH TCXHHKR 3d CIIPCICIIAHC Hd TCKCTYPHH I'paHNIH, KOUTO
H3M0/3B4T U3BJAWYAHE HA TEKCTYPHH [OPHU3HALH M CETMEHTUPAHE LIpeid
NPUIaTaHETO KA KOHBEHUHOHATIHHTE IPAJHCHTHH QJITOPHTMH U ANTTOPUTMH ¢
npecHyalila Hynara BTopa IpOX3BOAHA 3a Onpenerside Ha rpanund (ia Roberts,
Sobel, Prewitt, Laplacian, Kirsch, Robinson u Canny). B ekcriepuMerTHTe 34
TEKCTYPHO CErMEHTHpaHE ¢a U3II0/3BaHH Hall-pa3lpocTpaHeHUTE METOAM 32
CCTMCHTHPaHC Ha H300paxenns: fuzzy c-means, gray level quantization, histogram
thresholding, median cut and principal components transformation/median cut.
llpencraseny ca ¥ ¢d dHANUIUPAHYN PE3YJITATUTE, KOMTO Ca HOAYUEHH OT
NPUAAIAHETO HA TE3H TeXHUKH 3a OMNpeieNsiHe HA TEKCTYPHH TPAHUIM KbM
CITBTHUKOBH M300pakeHUd.
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Abstract

The study proposed s ¢ part of research on the development of an algorithm for
antomatic control of plant growth environment in space greerhouses in order to maintain
optimal conditions in chosen substrate at each plant development stuge. In particufar the
dependence of seed germination on the substrate moisture level was imvestigated. For the
purpose. a seed sermination and plant growth-testing appuratus was developed to evaluate
substrate agro-properties at differcnt constant moisture, fight intensity and temperature
levels, The effect of Balkanine substrate moisture on the germinaiion percentage and rute
for seedys of « Lettuce crop was evaluated. Highest seed germination (82-84 %) at moisiure
levels between the water holding capacity and saturation and delay in passing 10 the
wctivation phase at lowering water potentials was observed and discussed. 4 critical level
of about 22% volumetric water content (VWC) for radical emergence was determined.
laitial substrate meoisture of 0.33-0.5 cm¥em’ VWC in the sowing subsiraie faver is
recommended for the experimenial safed crop. Discussions about the number and heighis of
experimental dishes necessary 10 achieve the desived gradient of moisture levels on the
subsirate surface and about the possibilities provided by the apparatus to record
experinieptaliy profifes of the germination—-environmental parameters relations for
Balkanine substrate are drawn,

Introduction

‘The key to successful plant development in space is to provide suitable root
environment for the growing plants. Systems for controlling root environment are
required to provide steady substrate moistening, non-stop and balanced transfer of
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nutrients to plant roots and good gas exchange.

A range of factors. conflicting and inadequate requirements have raised
problems on the development of root modules for space application. Mass. volume
and power constraints have been caused by the requirement to get maximum vield
from minimum plant area, power and time. This imposes hard power and spacc
restrictions on the equipment and reduces the root modute volume which leads 1o
higher density of components in the root area. The problems of water containment
and liquid and gas phase separation in microgravity, discussed in the NASA Technical
Memorandum. presented by Steinberg S.L. etal. {11, are of great importance for
providing adequate water-air balance In small volume root environment. The separate-
phase systems based on porous solids have established themselves for space utilization
in most plant growth facilitics. Substrates of solid particles are considered te be the
most appropriate medium for plant growth in long term space experiments because
of their longevity. repeated use and repeated crops in the same substrate.

Microgravity affects heat transfer, mass exchange processes, fluid behavior,
gradients of nutritive concentration in the substrates, and capillary properties of
artificial soils. The substrate media selected {or plant growth research purposes
should have defined physical and hydraulic characteristics. The problems with
selection of a substrate capable to support suitable root environment in small volume
containers on earth and in space are due to the impossibility to comply with all the
requirements which are quite conflicting and sometimes mutually incompatible. in
addition the process of selection involves a lot of long, hard and expensive analvsis
in specialized laboratories.

A lotofresearches have been directed at study and control of {luid movement
in a multi-porous medium. Another important issue 1s related to sced germination
and plant growth responses 1o various conditions in such medium. There is a need of’
measurements of the subsirate agro-propertics that contribute to reveal its
productivity. This corresponds with the research work of Kostov et al. [2] on the
development of the Svet-3 SG cquipment - a space greenhouse (SG) of third
generation which allows evatnating plant status and optimizing growth conditions
during the experiment in order to provide most favorable conditions at each stage of
plant development. Such adaptive control of the piant environmental parameters
requires development of an algorithm for automatic control of substrate moisture so
that optimal conditions are maintained in the rhizosphere. Therefore there is a need
of experiments to show what different moisture levels are necessary to be maintained
in the chosen substrate at different plant development stages - from sowing to harvest.
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Seed germination is strongly dependent on a variety of factors such as
substrate temperature and moisture, physical properties and chemical substrate
composition, quantity and quality of light, depth of sowing, plant variety, preliminary
seed treatment etc. Such an experiment requires available equipment to maintain
different constant light intensity, temperature and substrate moisture levels. Soil
moisture is critical as it affects how quickly water penetrates into the seed. Moisture
in appropriate amount for fast, uniform and complete germination of the seeds is
ven important.

With these considerations in mind, a seed germination and plant growth-
testing apparatus was developed to study some critical problems on providing
adequate water and air supply to the plant roots. [tallows testing a variety of substrate
media in order to evaluate substrate agro-properties at different constant moisture
levels. Adjusting light intensity and constant temperature maintained by inverter air
conditioner allow recording profiles of the germination—environmental parameters
relations.

Materials and Methods

SUBSTRATE MATERIAL

Balkanine™ (Stoilov, G..I. Petkov, D. Dimitrov, (1979), Bulgarian Patent
#40343) was used as a root medium during the experiments.

After determining the water holding capacities for four Particle Size
Distributions (PSD) of Balkanine, the 1.5-2.0 mm fraction was selected to be used
for seed experiments.

PLANT MATERIAL

Lettuce (Lactuca Sativa L)), “Yellow beauty” varicty. sceds s/n
8711989%171 (SORTOVISEMENAITRASTITELNAZASHTITALTD. Sofia,
Bulgara) were used (or the expernments.

LABORATORY APPARATUS

An apparatus for assessment of the agro-physical properties of substrates
was developed.

Description of the apparatus

An apparatus, designed {or these experiments. was specially developed
and produced. }t 1s an advanced modification of the device described by Xiao-
Chun Wan ctal. [3]. The apparatus is composed of a plastic water container with
storage capacity of about 25 I, twelve plastic pots of different heights filled with the
substrate subjected to test and a water reservoir (Mariotie siphon arrangement)
which represents a 201 polyvinyl chloride (PYC) bottle (Fig. 1).
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Fig. 1. A view of the experimenial apparaius

The water reservoir and the container are connected by a polyethylene tubing
{6 mm OD). which siphens water from the reservoir to the water container in which
the pots are placed.

The water container is surrounded by a light aluminum mechanical structure,
1.2 m high. which holds fixed a movable light unit. The light unit can be positioned
horizontally or ai some angle and provides adjusting distance from the lighted container
surface. :

A horizontal shelf 60 cm long, 13 cm wide and with a slope of 15% of the
narrow side is mounted on the aluminum structure. Five Petri dishes are placed
there and used for a germination test experiment performed by standard method
(Fig. 2). '

Fig. 2. Five Petri dishes are placed on the shelf



Muriotte siphon thotile)

The water reservoir (20 Iiters PVC bottle) is equipped with a vertically
inserted stainless steel pipe (6 mm OD) allowing ambient air to enter the reservoir
through the water in the form of air bubbles. The water pressure in the bottom end
of the pipe is equal to the atmospheric pressure and the water level in the container
is maintained constant at the height of this end of the pipe. Another pipe is inserted
below the air-entry pipe to siphon the water from the water reservoir through a
flexible hose to the water container. The Mariotte bottle can be positioned at different
heights to allow adjusting the desirable water table in the container. The Mariotte
reservolr 1s filled with sufficient water amount to support a two-month plant experiment
without need of recharging.

Water container and experimental pots (EP} for substrate

The water container has internat dimensions L.=55 x D=35 x H=13 cm and
allows disposing the 12 PVC pots filled with substrate. The container is placed ona
levelled laboratory table next to the Martotte bottle. The container has a firm bottom
which bears the load of the 12 pots with substrate and the water without deformation
providing good levelling and the same height of the water table in each pot with
substrate.

Twelve pots, respectively 3.5.5.6,7,8.9,10, 12, 14, 16, 18 and 20 cm
high and with sowing arca of about 86.5 cm? allow testing the agro-physical propertics
of particulate substrates at different substrate surface moisture levels and the same
other environmental conditions. The pots are filled to the brim with substrate which
has been previously packed to the desirable bulk density. 27 small holes. uniformly
situated on the botlom pot wall. permit the water to enter the substrate from the
container.

Light unit

"The substrate surface 1s lighted by four 15 W fluorescent lamps, 60 cm long
and with ~“Cool white™ light characteristic. A 6 W fluorescent lamp of the same light
characteristic is used to ensure the minimal fighting necessary for the operation of a
phote camera during the “night”. A timer controls the light unit operation and adjusts
the photoperiod from 0 to 24 hours in steps of 15 min. A simplified hanging system
provides a possibility to adjust the distance to the experimental surface at 5 to 100
cminstepsof 2 cm.

Petri controls
A shelf for the five Petri dishes (D=120 mm, H=20 mm) is mounted on the
long side of the metal structure. The percentage germination of the seeds selected

103



for the main experiment is determined in a control experiment with 100 seeds sown
ineach Petri dish. Both experiments are simultaneously conducted. The Petri dishes
are positioned at the mean height of the experimental pots with substrate {about 12
cm) so that al! the seeds for both, the controf and main experiment, are placed under
comparable environmental conditions.

Observation system and data collection

Although the apparatus maintains autormatically the water level in the substrate
and the air-controlled system takes care of the environment, a set of sensors provide
continuous monttoring of the changes in some environmental parameters. Four
temperature sensors SMT160-30 (SMARTEC B.V, Delpratsingel 26, 4811 AP
Breda. Netherlands) and a relative air humidity sensor SMT RHOS (SMARTEC)
are located in places of interest. A photo camera Konica Q-M100 takes pictures
aulematically at previously set time intervals. Data obtained from the sensors and
the photo camera are collected and saved in a computer. The computer operates in
amode of a Dial-Up Server which permits remote access to the data collected by a
modem connection. A Web camera 1s connected to another computer operating as
an IP Server and provides user access through the Web for visual observation in
real time during the experiment. A data collection system aliows inclusion of other
sensors in order to expand the range of the environmental variables monitored.

Description of the experiments
The apparatus described above provides a possibility for testing all kinds of
substrates (Balkanine in our case) at different moisture levels. Adjusting light intensity
and constant temperature mantained by an inverter air conditioner allow recording
the profiles of the germination—environmental parameters relations.
Experiment objective —evaluation of the effect of Balkanine moisturc on the
germination time and percentage for sceds of'a Lettuce crop.,
[nitial conditions for the experiment:
- Balkanine substrate. 1.5-2.0 mm PSD;
Twelve pots of different heights, filled and compacted with substrate and providing
12 different water tables above and below the sowing substrate surface: h =
r1.5em.h,=0cm,h,=-Tem.h,=-2¢m b =-3em, b =-4cm, b, =-5cm.
h,=-7cmyhy=-9e¢m,h =-1lcm h =-13cmandh,=-15cm;
- Seeds of Lettuce (Lactuca Sativa L.), “Yellow beauty” variety; 12 pots with
100 seeds sown in each one:
- Water — from the water-main, purified by CFS-SOLVO®, coagulant for potable
water treatment; '
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- Lighting period — 16 h day/8 hnight;

- Air temperature in the laboratory - controlled at (25+2)°C - a typical ambient
temperature leve] for the living cabin environment onboard space vehicles;

- Relative air humidity - (60-75) %, uncontrolled;

- Petricontrol experiment — 5 Petri dishes (D120 mm x H20 mm) with 100 sceds
sown i each one:

- Duration of thc experiment — 1+2 weeks.

‘The experiment was performed in two stages— (1) initial capiilary substrate
moistening in every EP till equilibrium between moistening and evaporation from the
substrate surface was reached (in the first week), and (2) 100 seeds wete placed
among the particles of the surface substrate layer in each of the 12 EPs and 100
seeds in each of the Petri dishes (Petri control) for the next two weeks (see Fig. 3).

Fig 3. Seeds are sown in the Petri controls
and experimental pois using emplates

The seeds in P No. 1 were covered by a glass plate and the pot was
dipped 1.5 cm below the water surlace. A sced was counted germinated when the
shoot reached a height of 10-15 mm. Then it was removed. As an exception to the
procedure described above some plant shoots were left to the end of the experiment
for visual evaluation of the germination uniformity in each EP

A Petn control experiment was performed in 5 Petri dishes simultaneous!y
with the main experiment in order to cvaluate the seed germination for the used
batch of seeds. Two sheets of filtering paper were placed in each dish and damped
with 5 ml of purified water. 100 seeds were arranged on the paper using a sowing
template. the dishes were covered and placed on the apparatus shelf. Both
experiments (the main one and the Petri control) were performed under the same
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environmentat conditions. The shoots (10-15 mm) were counted and removed from
the Petri dishes every day. Data about the seed germination in the Petri controls
were statistically processed and the results about the germination time and percentage
in the EPs were presented graphically.

A surface substrate layer of about 1 ¢m in height was removed in each EP
and the absolute water content was determined. Data obtained were added to the
data set obtained during measurements of the physical and hydro-dynamic propertics
of Balkanine in Russia. USA and Bulparia (Zakharov [4]: Bingham atal.. |5.6]:
Jonesand Or [7]; Ivanovaatal. [9, 10]).

Substrate-water characteristic curve (SWCC) gives matric head ¢h) -
volumetric water content (@) relation. Fitted SWCC of Balkanine (1-2 mm PSDD}is
determined by Jones and Or [8] using the van Genuchten | 11] nonlinear model.
defined as -

08 1(0 -8 )[1+ {aln])]"

where ¢/is current volumetric water content, f is saturated volumetric water
content. { is residual volumetric water content, a, n, m are fitting parameters, and #
is matric head {cm).

Total daily evaporation and evapo-transpiration during the experiment were
determined by measuring the weight of the Mariotte reservoir with water.

The experimental apparatus ability to maintain relatively constant subsirate
maosiure content and water gradient in each EP during the experiment was analvzed.
Some suggestions for additional evaporation and transpiration measurercnts were
made.

Resulis

The picture shown in Fig. 4 gives anidea of the reducing number of germinated
seeds in the higher seediing pots.

Fig 4. A view of the experiment
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The germination percentage for the used batch of seeds selected for the
main experiment, determined in the Petri control. is 81%+1.58 SD. The seed
germination percentage distribution depending on water table in the 12 EPs is shown
inFig. 5,
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Fig. 5. Seed germinution percentages in EF at
the 14th DAP depending on the water tabie depth

Highest seed germination of (82-84) %15 observed in the EPs No. 3.4 and
5 where the substrate moisture in the sowing layer is between the water holding
capacity and saiuration. Water imhibitions in the lowering water potential from EP
No. 6 towards EP No. 12 reduces the seed water content. postpones passing to the
activation phase and delays entering the radical growth phase. Radical emergence
and growth occurs when the water content exceeds a critical level. Forour experiment
this critical level 1s about 22% volumetric water content.
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From EP No. 6 to EP No, 9 the germination time is prolonged by 1 10 3
days respectively (Fig. 6).

Discussions

Soil moisture s critical as it aftects the rate of water penetration into the
seed. The germination experiment results suggest clearly a strong dependence of the
seed germination percentage and rate on substrate moisture. Highest germination
was observed at high moisture levels (0.35-0.5 cm/cm’') between water holding
capacity and saturation (Fig, 5). A few centimeters lower watcer table in the next EPs
(malric suction at inner-particle moistitre} reduces germination to zero. At the same
time the germination time prolongs by 3+8 days. Hence the automatic system tor
initial Balkanme wetting should provide higher moisture in the sowing substrate layer
what was tixed t0 0.35-0.5 em*/omy’ volumetric water content or 63-85% of saturation
for the experimental salad crop.

‘The water status of the surface substrate layers was determined for the ten
EPs(No 3-12) {Fig. 7).

70
60 0"!’\ —o- Surface layer water
;E) 50 content [Vwivs]
g 40 -
0 H
45_- 30 i -
D
520 N
10 - e
0 . - e e i e e e

4} 2 4 & 8 10 12 14 16
Pot height fcm)

Fig 7. Absolute volumetric water content in the swrfice
substrare faver against the experimental pot height
af the end of the experiment

The zeolite used tor Balkanine production has double porosity - inner-particle
and inter-particle. Zakharov [4), and Jones (in Bingham et al.. {3, 6]) measure the
basic hydro-physical characteristics and report that the sharp drop in the matric
potential at 22% volumetric water content, due to full macro-pore water draining,
leads to drastic decrease of water conductivity (Fig. 8).
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content. (Jones and Or, 1999)

The total daily evaporation and evapo-transpiration during the experiment
were determined by measuring the weight of the Manotte reservoir with water. With
some simplifications a mean daily evaporation of .15 cm’/ermr.day (without planis)
was calculated. Shaidorov {12] reports about a mean daily evaporation ot (.24
cmiem’ day in plant experiments with Balkanine and at air flow rate ot about 1.3 m/
sec.

Measured and plotted values of surface layer water contents {Fig. 9} in [:Ps
shows close congrucnce with SWCC plotied for a similar dish. Using the RETC
program (van Genuchlen et al | [13]) the retention and conductivity characteristics
were modetted where 8 =0.58 cmi/ent’ (saturation) and 0=0.23 cm/em’ {pot No,
9y were enclosed in model.

Asevident from Fig. 9, the unsaturated hydraulic conductivity curve is
considerably smoother than the one determined during hydro-dynamical
measurements (Fig. 8) because of the evaporation. Evaporation from surface
subsirate layer was maintained relatively constant by controlling the ambient
icmperature and the streamlining air flow. Moistures of the surface subsirate layers
measured for EPNo. 10, 11 and 12 were 0.13-0.14 em'/em? and corresponded to
the Balkanine maximum hygroscopicity.
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Conclusions

Summarizing the results we can conclude the following: (1) using measurement
data about the physical, hydrostatical and hydrodynamical properties of a particular
substrate, the number and heights of experimental dishes necessary to achieve desired
gradient of moisture levels on the substrate surface when placed in water container
tor capillary moistening can be determined; (2} using the apparatus described above
the germination percentage and norm for seeds of experimental plants can be precisely
determined: (3) senes of plantexperiments can be carried out at different temperature
and light intensity gradients. substrate water contro!l algorithm for optimal seed
germination can be developed.
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NOJABOP HA CYBCTPATHH CPEJIH
3ATNIPHITIOKEHHE B KOCMHYECKH OPAHMKEPHUUN:
JABOPATOPEH ANAPAT 3A OIIEHKA HA KbJIHSIEMOCTTA
HA CEMEHA B YCJIOBHUH HA ITOBbPXHOCTHH
CYLCTPATHW CJTOEBE C I'PAJIMPAHU BJIAZKHOCTH

I1. Kocmoe, H. Cmoanvs, C. Canynosa

Pesome

[pC1oKCHOTO U3CNEUBANE € YACT 0T HAY HHOM3C:ICL0BaTeACKa padoTa
no paszpadorganero Ha aNrOpUATHM 33 ABTOMATWYHO YMPABIICHUE HA
KOCMAHCCKI OPaHKEPHH C e NOAALPHKANE Ha ONTHMANIIN YCIIOBHA BbB BCEKH
etan OT pa’BUTUCTO HA pacTcHuATa. B uvacTHocT Oewe n3caenBana
3ABMCHMOCTTA HA KBIHAEMOCTTAa HA CEMCHA OT NMouBeHata (cyberpaTHa)
BIaAKHOCT. Ja wenra beure paspabored amapar 3a TeCTBaHe Ha mpolieca ia
Pa3BHIMC HA PYCTCHHATA, HIPCHA3HAYeH 38 OLUEHKa HA KauecTsara Ha cybcTparu
npr paiIdiyH i, HOCTOAHHH HUBA HAa BNAXHOCT, HHTCH3HBHOCT HA CBETIIMHATA
¥ temncpartypa. beinie olieHeHo BIUSHUCTO Ha BIaXHOCTTA Ha cybeTpar
“bankanuH” BBpPXY NPOUEHTA HA KbLAHAEMOCT i HOPMATA HA IMOKLIBAHE HA
cemera o1 canara (Lactuca Safiva L)), Hali-BHCOKa KbAIIMEeMOCT Ha CCMEHaTA
(82-84 %0) bewie Hab roAEBaHA L1IPH BAAKHOCT HA CYOCTpATa MEHAY NIPEIeiHata
MOUREHA BAAIOCMHOCT U Hacvwane, [Ipyd HaMansBaim BoAHKU [TOTCHIMATH
Gewre oTveTeno 3abapaHe Ha NPEMHHABAHCTO KbM akTUBALMOHHA dasa.
Kpuruuna obevna siamuocT Ha cyberpara ot 22% Ocwie yoraHoBCHa 34
AOKBABAHCTO Ha MUHUMANEH HPOLENT CemMeHa. 3a KOHKpCTHATa
eKCIIEPUMCHTAINE KYJITYpa O¢lie [IPENOPbYaH0 MbPBOHAYMIKQC OBIAKHABAHE
ua cyberpara ao 0.35-0.5 em¥/em?® obemHo BiArochiabpKaHue B IOCEBHUS
cyDeTpare caoi. JAMekyTHpat ¢ MeTo 3a onpedensiie Ha Oposd M BUCOUMHATA
Ha eKCIIEPUMCHTATRMTE ChAOBE, HEOOXOAMMH 33 MOCTHUTAHE HA KEjad
rPAANCHT Ha HUBATA HA BAAXKHOCT B IOBEPXHOCTHUS CTTOH HA CYOCTPATA. KAKTO
M BB3MOKHOCTHTC, IPCAOCTABHHA OT A1AapATa, 38 CKCNIEPUMEHTAIHO CHEMaHE
HA NPOMGUIY Ha 3aBUCHMOCTHTE KBJIHAEMOCT — [IAPAMETPH Ha cpejata 3a
cyberpar “hankaHnn™.
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MODULES BASED ON NUTRITIONALADAPTOGENES
FORASTRONAUTSAND GROUND CONTROL

Ljubka Georgieva, lliana Nacheva, Tsvetan Tsvetkov

Institute of Cryobiology and Food Technology
e-mail: lubka_georgieva@abv. by

Abstract

The established reasonable causality and close relation between physical activities
of astronauts and thelr muritional regime provoke the necessity of creating appropriate
biostimulating foods in the form of food additives complex.
On the hasis of highly developed methods 2 specified modules are created, including 6 new
pes of Ivophilized biostimulants, rich in nourishing proteins, essence aminoacids, poly
wnsaturated fary acids, plant fibres, probiotic complexes of antioxidants, vitaming, micro
and macroclements, Iypotropic and other biouctive substances. Combined with suitable
Bilgarian space foods, developed as the First Space Menu by the Institute of Crvobinlogy
and Food Technology, the new type of biostimulating foods provide through alimentary
way effective bioprotection of the body under extreme lubour conditions and help 10 muintain
high tevel of vitalitv, activity of the astronauts und the ground control during the preparation-
training period ay well,

Keywards: hophilized biostimulants, adaptogenes, space foods

Burtng the last years the multi-aspect investigations into space medicine and
biology offer precious data revealing the influence of some factors over the human
organism in space conditions. The most characteristic syndrome -“motion sickness™,
typical for humans during space flight, is due to increased acceleration. In response
to the stress factors occurring during space flight, the main protective reaction of the
organisnt 15 to mobilize the regulatory mechanisms of homeostasis and adaptive
reorganization of metabolism. At the same time, such durable action of this
complicated complex of factors over the human body leads to reduction of the
adaptive abilities, working capacity, immune resistance and a series of
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pathological metabolism disorders and the whole body as well. The total dynamic
balance, physical and mental activity of humans, also in space condition, depends
on three main groups of tactors:

1) factors due to flight dynamics;

2) physico-hygienic faclors;

3} psychological factors.

Nutrttion is one of the main physico-hygienic factors of the working capacity.
As an outer synchronize, the alimentary factor has a determinative role for maintaining
high level of the astronaut s working capacity, adaptation and healthy status. [ts role
is to provide protection of the human organs and systems under extreme conditions
of life during space flight and it helps to improve the adaptive ability of the organism
and the overall working capacity. That is why, the organism under extreme conditions
has to be provided with adequate quantitative and qualitative source of nutrition
substances equivalent to the intensity of adaptive processes.”

Main objective: “Creation of multi-aspect nutrition biostumulant
modules for improving the working capacity, activity and adaptation of the
organism under extreme conditions during space flight and training”.

For the implementation of the main objective we apply the following
approaches:

Scientific approach:

1. Formulating the composition of the new biostimulants:

+ Based on the pathogenic principle - in order {o obtain the necessary
etiect on the human organism under extreme conditions, the composition of cach
functional food 15 in accordance with the specifics of the metabolitic processes,
energy consumption, substrate utilization and character of the adaptive changes
depending on the duration and type of the physical exercises, nervous and physical
exhaustion. training programme (by the ground control) etc. In order to achieve
better efficiency and wide-spectrum influence on the above-mentioned pathological
processes during the space flight and training exercises by the ground control. we
have developed multicomponent biostumulating functional foods. Furthermore, the
so-called “oxidative stress™ of the organism and the professional disbiosis. occurring
under extreme conditions, can be overcome due to the composition of the new food
adaptogenes with biologically active substances with high antioxidant index in
combination with probiotic. prebiotic and enzyme complexes.

* Based on the preliminary desed qualitative and quantitative com-
position in respect to the characteristics of the final product, its organoleptic
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properties, stable consistency and high utility, and microbial purity.
+ Based on the national and European health regulations for food
safety and quality

Developed in compliance with the above regulations. the new food
adapatogenes can be classified as follows;

1) Food adaptogenes with stimulating effect on working capacity,

2) Adaptogenes with influence on tissue metabolism;

3) Adaptogenes —synbiotics with polyfunctional effect.

Based on their composition and functional effect. the new bioproducts can
be combined into modules for individual food prophylaxis and recreation regimes
with various pathological conditions and disorders of the organism under the
unfavourable factors during space flight and nervous psychic loadings along with the
physical fatigue as a result of the training exercises by the ground control.

11. Technological approach

The new generation of space foods are technologically developed in
accordance with new combined methods for technological processing -- multi stage
cryobiotechnology with the following stages included:

» thermal treatment according to conventional methods —biotechnologi -
cal processing

» enzyme immobilization + cell immabilization —» fermentation processes
—> cryoprotection — freezing — freeze-drying.

111, Qualitative analysis of the new foods

Fach product is tested in regard with the organoleptic, physicochemical.
biochemical and microbiological parameters in compliance with standard methods
for analysis. '

Results and discussion:

Evaluation of the ingredient composition — from the medico-biological
point of view, the ingredients of the new bioproducts from this module can be classified
as follows:

» structural ingredients — cereals, nuts, fruits, fermented milk (sheep. goat.

ete.);

» energy ingredients — fructose, honey, plant oils, polysaccharides;

+ingredients with stimulating and regulatory function — nutritive and
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e curative plants — herbal extracts and substrates, oligosaccharides
and microseaweeds — blue-green, red, brownetc; honey products-
propolis, bee milk, enzymes, probiotic complexes of microbial
cultures — lactic acid bacteria - Lactobacillus bulgaricus, strain
3556, Lactobacillus acidophilus, strain 1379, Biidobacterium
bifidum, strain 1370, Streptococcus thermophilus, strain 1374,
brewer’s yeasts Saccharomyces cerevisiae, strains 577 and
1248 - have favourable effect in cases of disbacterioses from
various etiology, including professional bacterioses.

These new bioproducts are 100 % natural foods without synthetic additives
with plant extracts. Plants are substrates for oxidation as they maintain the acid
balance, hormone balance, mediators, macro and microelements which improve the
disintoxitaion function of the liver and the regeneration function of the nervousand
endocrine systems due to the chemical composition [2,3].

The plant extracts are suitable for immobiiization of useful microorganisms -
probiotics of various origin and morphology. That’s why the composition of the new
functional foods contains oligo- and polysaccharides as a source of alimentary fibres.
cryoprotectors and matrixes for immobilization of natural bioactive substances —
probiotics and enzyme complexes of the new foods [4 ].

Organoleptic indicators — tyophitized products with fine consistency, -
pleasant aroma and taste properties specific for each product depending on its
COMRNpPosition.

Chemical composition of the food lyophilized adaptogenes — series
of “Synbioties™( %/100¢) : Proteins — from 8.67 t0 15.30; Fats - from 17.00 to
28.00- Carbohvdrates — from 60.73 to 63.50; Minerais from 3.45104.90,

Active acidity (pH) of the lyophilized adaptogenes — series of
“Synbiotics” varies from 5.01t0 5.7.

The residual moisture composition of all three bioproducts after
lyophilization is low — from 1.98% 10 3.45%. This allows to qualify these foods as
high by concentrated foods.

The energy value (100 g) varies from 538.42 keal (2252.76 kJ) to 583.48
keal (2441.28kJ).

The mineral coinposition — average values of five repetitions from the
obtained results are shown on Table 1.

Asitisapparent from the Table I the new lyophilized functional foods from
the series of “Synbiotics™ are outlined with high composition of macroelements -
phosphor. calcium, potassium. magnesiunt, sodium. This is due to the presence of
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poly- and oligosaccharides - seaweed components, pectin, plantand vegetable
extracls, brewer’ s yeasts etc [ 1.

Tuble 1. Mineral composition of food adaptogenes — mg/100g

Product P Ca Mg K Na Fe Mg

"Sh-lyo- 1" { 44390 | 52230 5180 | 78000 | 24700 | 2.66 0.06

"Sh-lye-2" | 59510 | 8130 | 68.50 | 897.00 | 357.00 2.39 0.24

"Sh-lyo-3" (1535910} 77490 | 7750 I.E’IS,OO 625.00 7.59 0.21

Results from the biochemical analyses:

The new lyophilized tood adaptogenes are characterized by high assimilation-
95%. The total effect of the resultant proteolytic activity of the combined symbiotic
starter cultures leads to a higher degree of coagulation of the whey and casein
fraction of protein. In addition. the hydrolytic effect of enzyme proteases complex
“attacks™ mainly milk casein and at the same time increases its assimilation. These
results were confirmed by the electrophoretic investigations conducted on the casein
and whey proteins of the three types of synbiotics. The temperature treatment of the
samples during lyophilization has no inluence on the quantity of fractions related to
the loss of electrophoretic mobility and their denaturation.

The need of the human organism of essential aminoacids is scientifically
proved and complies with the composition of the standard “ideal” protein according
to FAO. The biological value of the proteins of the new bioproducts is significantly
higher compared to the standart protein according to FAO/WHO. The content
essential aminoacids - lysine, isoleucine, leucine, valine, threonine and tryptophan in
percent dose is significantly higher than in the standart protein. Their values in standart
protein vary from 1.0 to 7.0 g/100 g protein whereas the composition in the new
bioproducts 1s significantly higher up to 15.0% and 60.00% in leucine.

The chemical score of all aminoacids from the spectrum of the non-essential
ones is above 100 - an indicator of their balance and high biological value. Further-
more, it is extremely important for the organism under extreme conditions of lite and
work to dispose of optimal proportion of the essential aminoacids close o that of
the proteins in the human body. The proportion non-essential/total quality of
aminoacids of the new foods is 55.60% higher than that of the standart protein -
35.00% - an indicator of good aminoacid balance.
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The biochemical analyses of the fatty acid composition of the new
bioproducts have proved high content of free fatty acids. Free fatty acids are extremely
unportant due to their rapid utilization during metabolism. Their formation provides
half of the total amount of energy during metabolism [7]. In all three products.
mvestigations have indicated high amount of free fatty acids and especially in the
product "SB - Lyo- 1" that proves the favourable effect of the double immeobilization
and particularly - the role of the hydrocolioid matrix. responsible for the cryoprotective
properties for maintaining high Iypolitic activity of the microbial lipase used during
freeze-drying. Starter cultures have also lypolitic effect [6].

‘The results from the biochemical analysis of some of the main water- and
fatty soluble vitamins in the new foods with adaptagene effect prove the relatively
high content of provitamin A (B-carotene), vitamin E, watersoluble vitamins of group
B and ascorbic acid — vitamin € that is due to the total eftect of all ingredients of
their composition. It is evident that the highest amount belongs to the vitamins with
high antioxidant activity: vitamin E. ascorbic acid (vitamin C}), B-carotene {provitamin
A). The healthy effect of the new type of foods is determined by the composition of
water soluble vitamins of group B - B {thiamin) and B, (riboflavin). B favours the
assimilation of carbohydrates, facilitates the normal function of the nervous system,
muscles and cardiovascular activity whereas riboflavin, in combination with other
biofogically active substances. provides for the assimilation of carbohydrates. proteins
and fats, stimulates growth and prevents inflammatory processes.

The high concentration ot bioactive substances, including vitamins as well,
spectrophotometrically determined, on the basis of the total antioxidant capacity
{radical scavenging activity). the so-called “TROLOX Equivalent” [3]. This indicator
provides information about the overal content of antioxidants in the product of various
origin and the synergic relations between them:.

The results presented on Table 2 show the relatively high antioxidant
activity of the functional foods with adaptogenc effect, measured by “TROLOX
Equivalent™, ant the value is close to that of the fresh fruits and some red wines -
e.g. “Merlo™.

18



fuble 2. Composition of some main anlioxidanis and radical scuvenge
activity of new adaptogenes — series of “Synbivtics ™

Ascorbic acid | Total carotenoides | Total Polyphenols | Radical scavenge
Product ol Y e /0 me/1 00 activity
me s B & munot TE/1000
"Sb-Lyo-1"|  70.00 6.48 3700 81
"So-Lyo-2"| 111,00 6.28 1300 s
Sh-Lyo-3°|  53.55 13.40 2000 169

Results from the microbiglogical investigations

The high antioxidant activity of the foods investigated with hugh concentration
ofusetul microflorais 9.5 x 10* - 9.5 x 1{ after lvophilization. i.e. approximatcly
80.00% active living cells. This fact can be explained by the effect of the hydrocolloids
used - oligo and polysaccharide matrixes. They allow the stabilization of the enzyme
activity of immobilized cell and increase cells survivability after lyophilization and
during storage. In addition, the bioactive substances in the composition have a
favourable effect on the fermentation process. _

The new functional foods have been investigated in accordance with standard
indicators to detect pathogenic microorganisms. The results are presented on
Table 3.
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As itisapparent from Table 3, the new foods contain no pathogenic microflora
and comply with the standard requirements for microbial purity. The absence of
pathogenic microerganisms proves that the whole technological process is conducted
1 accordance with the sanitary norms and requirements. The technology - frecze-
drying has a bactericidal effect and suppresses the process of pathogenic microflora
growti

The technological, biochemical, physicochemical and microbiological
mvestigations conducted lead to the following conclusions:

Conclusions:

1. The new synbiotic bioproducts with adaptogene effect, obtained according
to modern cryobiology methods, show the high biclogical value and favourable
physiological effect for bioprophylaxis against pathological conditions occurring during
space flight and streniuous training exercises.

2. After Iyophilization, the nutrition and biological value of the new food
adaptogenes. created for space crew and ground control, is maintained in respect
to the composition of the main nutrients and biogenic components. Thisallows us to
determine the process as accurately programmed and conducted under optimal
conditions.

3. The new biostimulants can be combined with other Bulgarian lyophilized
functional foods with proved effect against obesity, hyperlipoproteinemies.
cardiovascular disorders, osteoporosis, intestinal disorders etc. The innovative eftect
of ourscientific investigations is based on the principalty new methods for developing
nutrition modules and biostimulants for individual nutrition regimes and progranmes
for astronauts.
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MOHNYJIH OT XPAHUTEJIHA AJAIITOT'EHH 3A ACTPOIIABTH H
HAZEMHH CbCTABH

. eopeuesa, H. Haueea, I{s. [leemxos

Peliome

YeTaHoBeHATA OpuyYuHEa OOYCOBEHOCT M BPHIKE MEWLY
patoToCnOCODHOCTTA ¥ AKTUBHOCTTE HA KOCMCHABTHUTE H TAXHOTO XPAHEHC,
00OCHOBABAT HEODXOAMMOCTTE OT Ch3/1aB3HE HA DOAXOASLBIM DUOC UMY IMPALIK
XPAHU. HO/ HOpMATA HA KOMILIEKC OT XPaHUTEIHN KOpErupauln A00asKHy.

11a Hazara Ha BUCOKOTEXHOAOMHYHK METOAH €A Ch3AaAeHY JBa BHIa
cncHuaTU3upatK MOAyia, BKioYBay 6 BUAA HOBYU AMOPHANINDAHY
fuocTuMyaanTyd, D0raru Ha NBAHOUCHHM MPOTCHHU. CCCHUMANHMU
AMUHOKUCCHMHY, 1I0JMHEHACUTCHE MAaCTHH KMCCAMHK, pactiteanu Gudpn,
HPOOHOTHYHY KOMMOACKCH, HA AHTHOKCHAAHTH., BUTAMHHEK, MHUKPCO-H
MAKPOCHEMEHTH, HA JUITOTPONHHM K Apyry OMOaKkTuBHY BelecTra. Crhietain
¢ TOAXCAAIHM OLIrapeKy KOCMUBYECKH XPaHH, pa3paboTeH B HHCTUTVTA Kato
ABPBO OBJIrAPCKO KOCMMYECKO MEHIO, HOBHTE DHOCTHMYIMPAI XpaHu
OCHUTYPSIBAT 110 AIMMCHTAPEH ITbT, edexiugHara 0y03ailluTa Ha OpranniMa.
NOCTABEH B €KCTPEMAJIHY YCIOBHA HA TPYA M $UT, A0MPUHACAT 38 MOIBPIKAHE
BHCOK& HMBO Ha XM3HEHOCT, paloTOCNOCODHOCT K aNanTUBHOCT 1A
KOCMOHABTHTE, KAKTO M Ha HAZEeMHMTE eKUNK N0 BPeMe Ha HOAICTRUTE IHO-
TPEHHPOH'},‘[H[/}H nepuon.

121



Bulgarian Academy of Sciences. Space Research Institute.
Acrospace Research in Bulgaria. 22, 2008, Sofia

MODELINGAND ANALYSIS OF ELECTRO-MECHANICAL
FLIGHTACTUATORSYSTEM

Marek Hiedar

Honeywell, spol. s ro., Aerospace, Advanced Technology
Spielberk Office Center, Holandskd 2/4, 639 00 Brno., Czech Republic
e-mail; Marek.Hicar@honeywell.com

Abstract

Electro-mechanical flight acruaror {EMFA) systems improve efficiency, relinbility,
safery, and maintainability in More Eleciric Aircraft (MEA) programs intended for next
generation commercial aircrafts, as compared to the traditional hydraulic systems. A power-
by-wire system actuation approach, based on incorporating high torque density brushless
maotors featuring superior characteristics, is increasingly used in the design of both primary
and auxiliary flight vontrol surfaces, improving the system performance while reducing its
weight. An EMFA system based on a permanent magnet three-phase synchronous machine
fed by a Variable Frequency Current Hysterisis Conrrolled Inverter and additionally
incorporating two outer loops, a position and «a velocity loop, is proposed in this work. A
MATLAB Simulink/SimPowerSystems software tool is used to model the system and analyze
its functionality, accuracy, stability, disturbance rejection and acceleration capabilities,
for specific cases of landing und takeoff.

Intoduction

More Electric Architectures have primarily involved the use of much larger
number of electromechanical actuators for primary flight and secondary controlled
surfaces. Power-by-wire technology payolffs include elimination of the central
hydraulic system, reduction of maintenance support, increased survivability significant
reliability improvement, more efficient use of secondary power, and improve ability
to turn off or reconfigure a damaged or inoperative flight control surface.
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Fly-by-wire or fly-by-light control of EMFAs is executed by Flight Control Systems
and is part of flight-critical vehicle components. Advanced simulation engineering
software tools are used for control design, development, testing and verifying of the
simulated results {1, 2]. The elimination of hydraulic and pneumatic secondary power
systems will improve maintainability, increase reliability, reduce life cycle costs,
increase energy cfficiency and improve flight readiness. This explains why, inrecent
years, there has been much interest in the “all-electric’ aircraft, and its supporters
have emphasized the serious consequences of hydraulic fluid loss and the weight
and space disadvantage of a centralized hydraulic power distribution system,
especially where there are large distances between the primary power source and
the actuators. Therefore, electric surface actuation systems will only show a significant
weight saving advantage, if the hydraulic system is removed completely from the
aircraft [3].

Electro-mechanical actuators involve conversion of rotary motion (from an
electrically powered source) into linear or rotary displacement. There are many
designs of modem linear actuators and every company that manufactures them tends
to have its own proprietary methods and designs. In one approach, arotor driver is
mechanically connected to along shaft so that the rotation of the electric motor will
make the shaft rotate. The shaft has a continuous helical thread machined on its
circumference running along the length. Threaded onto this shaft is a nut with
corresponding helical threads. The nut is kept from being able to rotate with the
shaft (this often involves aninterlocking of the nut with a stationary part of the actuator).
Therefore, when the shaft is rotated, the nut will be driven up or down the threads
depending on the direction of rotation. By fashioning linkages to the nut, this can be
converted into usable linear displacement. Most current actuators are built either for
fast speed, high torque capacity, or acompromise between the two.

Typical landing flaps drive system architectures of rotary motion conversion
into linear displacement for flaps mechanismis [4]:

Actuatlon System

Geur Box

Wetar

Fig.1. Landing Flap Drive System
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Permanent Magnet Synchronous Machine SimPowerSystems Model
Description

This paper deals with the Permanent Magnet Synchronous Machine
{PMSM) model applied to drive the flap actuation system. The PMSM operates in
motonng mode where positive mechanical torque is required. The electrical and
mechanical parts of the machine are each represented by a second-order state-
space model. The sinusoidal model assumes that the flux established by the permanent
magnets in the stator is sinusoidal, which implies that the electromotive forces are
sinusoidal. For the trapezoidal machine, the model assumes that the flux established
hy the permanent magnets is purely trapezoidal, which implies a trapezoidal
electromotive forces waveform [5).

The sinusoidal model electrical system implements the following cquationsin  — ¢
transformed plane:

di, | R . . ,

T =TT ”nl’ - "n’ +— pﬁ)a'{q R

df' Ltf L:?' —~of

di ] R L Apw
e u,—— i, + — pw,i, - e,
dr L I L

o i ol o

[l

(1 To=15pla, + (0, + L, k)

where L. L, - axis inductance, g - stator windings resistance, u,,, v, - axis

4

voitage, @ _-rotor velocity, A - amplitude of the flux induced by the permanent

magnets of the rofor in the stator phases, p - number of pole pairs, 7, -
electromagnetic torque.

Trapezoidal medel electrical system in «, b, ¢ frame:

f;‘!“ = 3;’1; (2””;, +u, —3RG + Apw, (— 2;35;, + @, + (ﬁ ])
i . .
t;: = 3;— (—u“h +u, — 3R, + Apw, ({ér -2¢,+¢. ))

A)

di.  {di, di, ) e
@ S ST = palg + 4+ 4.
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L -stator windings inductance, g - stator windings resistance, i, ¢,,{. - a,b,¢

phase currents, ¢, .4, , 4. - & b, ¢ phasc electromotive forces, #_,,4,, - a,b and

at?

b, ¢ phase to phase voltages.

Mechanical system:
do, 1 d©
3 —=— ?;'_Fa)r -_7::: - “=a);'
) dtJ ( ) dt ’

J-inertia of rotor and load, p - fiction of rotor and load, @ - rotor angle posi-
tion, T - load torque.
The sinusoidal machine is simulated in the ¢ — ¢ rotor reference frame and the

trapenzoidal machine inthe ¢ b ¢ frame. Stator windings are comiected in wye to an
internal neutral point.

Variable Frequency Current Hysterisis (VFCH) Controlled Inverter
SimPowerSystems Model

ADC/AC inverter is represented by current comparison blocks and full-
bridge inverter. It uses ideal switches and antiparallel diodes and also demonstraies
the VFCH Control provided by current comparison between reference and actual
values. Six pulses are generated for a three-arm bridge.

Variable Frequency Current Hysterisis Controffed lnverter
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Fig.2. Variable Frequency Currvent Hysterisis Conirolled
Inverter - Layer 1
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Comparion blocks include atso low pass filters to eliminate high frequency noise.
The hysteresis modulation is a feedback current control method where the motor
current tracks the reference current within a hysteresis band. The following figure
shows the operation principle of the hysteresis modulation. The controller generates
the sinusoidal reference current of desired magnitude and frequency that is compared
with the actual motor line current. If the current exceeds the upper limit of the hysteresis
band, the upper switch of the inverter arm is turned off and the lower switch is
turned on. As aresult, the current starts to decay. If the current crosses the lower
limit of the hysteresis band, the lower switch of the inverter arm is turned off and the
upper switch is turned on. As a result, the current gets back into the hysteresis band.

Hence, the actual current is forced to track the reference current within the hysteresis
band.

Hysleresis Upp:aband
vand ‘z/ Lower baod

2HB HE
i:h . ,
B b re!g:::ce

Actaal

cureent
wave

Curont i
relancag

Al aampnia \
Valtage wave
Fig. 3. Variable Frequency Fig. 4. Voltage Wave
Current Hysterisis Control Control Input Signal
Scheme Generation

The inverter is designed to accomodate Dead Zone T, _s to eliminate simultaneously

turning on the switches in a, b or ¢ phase (if both switches in one phase arc on, it
produces short current in that phase, Fig.5). Each ideal switch consists of a diode to
keep the current flow in the desired direction and also anti parallel diode (free wheeling
diode) to ensure current flow for inductive loads.
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Variahte Frequency Curvent Mysterisis Controlied Inverter
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Fig. 5. Variable Frequency Current Hysterisis Controlled Inverter - Layer 2

Electro-Mechanical Flap Actuation SimPowerSystems Model

Flaps generally increase the camber of the wing and therefore increase the
wing’s lift. This allows a slower speed without stalling. Effects of the flap also permit
steeper glide angle in the landing approach. The flap is a hinged surface attached to

the trailing edge of the wing.
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Fig.6 Trailing Edge Flaps Extracting
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Flaps on both wings move in unison in response to the flight deck control input.
When the flaps are not is use, they are stored as part of the trailing edge of the wing.
The slotted flap is equipped with fracks, rollers, or hinges of a special design. During
operation. the {lap moves downward and rearward away from the position of the
wing. The opened slot allows a flow of air over the upper surface of the flap to
streamline the airflow and to improve the efficiency of the flap {6].

This paper deals with a high-lift device as an intggrated model which simulates an
Electro-Mechanical Flight Actuator System as a Landing Flap Drive System (Fig. 7).
A Synchronous Motor is fed by the VFVHC Inverter. Input parameter is Reference
Flaps Position f grade which starts executing the retracting or extending flap -
mechanism. Position and Speed Pl Controllers are used and final error signals enter

the dg2abe transformation block. Measured Rotor Angle @ rad, Actual Flaps
Position F grade and Rotor Speed _w,, are the control loop feedbacks to Position

and Speed Controller and dy 2abe calculation block:

*

by =g 4 cos{@®, )+i el 4 sin{®, }+i

o wref A

. 7 . . 4 ,
L= an_'lr A COS(@(, -2 SFJ + 'l‘:."n'.f' A Sln(g(' + 2 -5) + Iunru" Ay

(4) i: =l cos[@(, +2 7;:] iy sin(@‘, -2 %J oy 4.

Calculated i, +,, :( are compared with measured Stator Currents 7, .4, .7, and

the resultis processed by Variable Frequency Current Hysterisis Control (Fig.2,
3).

The Permanent Magnet Synchronous Machine has load torque input represented
by air drag doing the extending or retracting process. Circular motion is transformed
to linear by:

(Umr . . . .
{5} Fo= ,[ p T - radius of single transmission.
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Fig. 7. Variable Frequency Current Hysterisis Controlled Inverter -
Layer 2

Electro-Mechanical Flap Actuator Simulation Results

In this paper, forward and backward movement of the flap control lever is

JEr O v TR A o o T R e e ) S e

Fig. 8 Landing Flaps Extending (0 - 40 degrees)

transferred directly by fly-by-wire signals as Reference Flaps Position. Landing flap
functionality in extracting mode is displayed in Fig. 8. Reference Flap Position has
been increased by step-step position function to reach the final extended position of
40 degrees. Stator currents, rotor speed and actual flaps position involving the load
torque to the synchronous machine is shown. Full flaps extension is finished in 3,2 s.
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Fig. 9 shows detail of landing flap extension from 20to 30 degrees and the permanent
magnet synchronous machine accelerating process: VFCHC Inverter stator currents
and speed control. When 30 degrees position is reached, the synchronous maching
is producing torque to oppose oaly the input load torque and remain in same position
at zero rotational speed.

Backward movement of flaps - retracting is demonstrated in Fig. 10., the synchronous
machine moves in opposite direction, with the same input torque profile and currents
corresponding to acceleration profile.

Fig, 10, Landing Flaps Retracting (40 - 30 degrees)
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Conclusion

The advantages of using Electro-Mechanical Actuating Systems have been
claimed for control surface applications. Electrical machines can execute accurately
and quickly either multiple functions or single tasks. This paper has demonstrated
the application of SimPowerSystems toolbox of MATLAB/Simulink for actuating
systems, including control, analysis, integration, and verification. Extending and
retracting operation mades of landing flap actuating system are demonstrated within
a power optimized concept.
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MOJAEJIUPAHE H AHAJIN3 HA EJAEKTPOMEXAHHYHA
CUCTEMA 3A AKTHBALMS HA ITOJIETA

M. Xuuap

Peziome
EnexTpoMexanuuHuTe cucTeM# 3a axTupauus Ha noneta {EMFA)
n000psBaT ePUKACHOCTTA, HANEHTHOCTTA, HR30MACHOCTTA M BBIMOXROCTHTE
3a NOMAPBXKKA Ha Nporpamute MEA, NpelHa3HaYe€HH 3a ThProBCKH
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BEIAYXONNABATCIUYK CPEACTBA OT CNCABAUIO TTOKGICHHME, B CPABHCHHUC C
TPaNMUMOHNHUTE XUAPABIHYHHY CHCTEMH. METOABT 32 aKTHBALIUA 4pe3 CHCTEMA
C NPOBGIHUKOBO 3axpaHBaHe, (QCHOBABAI C€ Ha H3IQN3IBAHETO HA 6e3qETKOBH
JBUTATENH ¢ BHCOKA CTEHCH HA YCYKBaHE, KOWTO IPUTEXABAT Mo-A00pU
XapaKTePUCTHKHU, C€ H3M0J38a BCE MO-YECTO B pa3padoTkaTa KaKTO Ha
OCHOBHH, TAKa W HA CIIOMAraTe/lHd NMOBLPXHOCTH 3a KOHTPOJ Ha Mo.CTa,
nogobpsapaliky K.0.1. Ha CUCTEMaTa H HamaaBakiiku Ternoto it. B pabotara ce
npemvtara EMFEA cucTema, ocHOBaBaula ¢e Ha TpH(paseH CHHXPOHEH ABUTATE
¢ NIOCTOAHEH MArHHT, 3axpaHBaH OT TIPOMCHIHMBO-4CCTOTCH HWHBEPTOP C
TOKOBO-XMCTEPE3ACHO YNPaBAcHHUE, BKMOYBAL, ¥ ABA BbHLIHH KOHTYpA —
MOIMUUOHEH B CKOPOCTEL. 38 MONeIMpaHe Ha CUCTEMATA ¥ aHAJTM? Ha Helinara
GOYHKIUOHAMTHOCT. TOYHOCT, YCTOUYHBOCT, 38ILHUTA OT CMYUCHUSA U
BB3MO)KHOCTH 33 YCKOPABAHE B KOHKPETHY CiIyUau Ha KalaHe M OTIuTaHe ¢
13M03BaHo porpaMuroTo cpeactBo MATLAB Simulink/ SimPowerSystems.
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Abstract _

The creation of coherent radio lines is one of the ways to increase the noise-
resistance and reach conditions making possible optimal signal reception. The paper
presents a method and a device for the purpose mentioned, both protected by an application
for a patent. It is based en the two American patents of Motorola Company known up fo now
and used to accomplish a coherent connection in USA Air Force. The approach suggested
pravides far simpler and more effective technical implementation to build coherent radio
lines under the condition of fast signal fluctuations. This makes possible its use in both
aviation and cosmic radio lines where it is necessary to transmit an increasing amount of
telemetric information as coherence ensures considerably higher amplification with the
received signals’ processing in comparison with the ways used up to now. An algorithm of
signal processing based on the theory of non-linear filtration has been suggested and
grounded.

1. Introduction

A number of modern information transmission Systems such as the systems
of space radio connection and of mobile communications are characterized by
common requirements for the used signals. These requirements are most completely
satisfied by using frequency hopping spread spectrum signals (FHSS). The properties
of those signals in combination with the optimal methods of their processing make it
possible to ensure a high level of accuracy with measuring distance and speed, to
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combine the transmission of information with trajectory measurements, to increase
the efficiency of radio systems” operation with regard to electromagnetic compatibility
and, under multi-beam conditions, to achieve energy and structural abscurity of
emission, etc. :

For space radio lines and mobile communications of limited energy resources,
it is extremely urgent to develop systems of connection with coherent JLCCEF, as
they make it possible toensure considerably greater signal amplification with coherent
processing in the receiver. However, at the same time, the requirements concerning
the system of synchronization and monitoring delays are considerably increasing,
The purpose of this paper is to propose a method and a device for accurate
independent and coherent reproduction of the shape of the transmitied FHSS in the
transmitter and the receiver.

2, Systems of monitoring the delay with coherent receiving signals
of JLCCF

Two main patents of coherent systems have been known up to now. They
belong to the Motorola company and have been applied to implement a radio
connection by using FHSS and fast-moving objects (Air Force airplanes), i.e. under
the conditions of quick fluctuations of delay [1, 2]. A coherent system of
synchronization with a phase synthesizer 1s described in [2].

The principal peculiarity of the system proposed consists of using a special
device to synthesize the phase in the receiver as a local generator: a synthesizer
performing the voltage-phase transformation. In this way, the controlled signal for
the phase synthesizer should be equal to the value of the current phase of the frequerncy
synthesized. The structural diagram for the delay observation system (DOS) s given
inFig.l.

The input signal in the receiver is presented by the equation:

M 5()- Refelleratil),
where ] is the frequency of the pilot signal.
The phase of the received coherent FHSS can be wnitten in the form:

(2) ?, (r ) =0T+ jw(t ')df ’ ,

where @y, is the central frequency of the signal, a)(r’) is the amplitude of the random
oscillation of rectangular shape that determines the frequency values of the signal of
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JLCCF and has been distributed evenly between @ and-@ .

To accomplish the synchromization between the received and the reference

signals according to delay, it is necessary to reduce the phase error to zero, i.e.:

3)

-5.ir) LEBEI |

Fig.t

Ap=,(t)-0,0).

where @, (¢) is the integral phase of the supporting signal.

For a case when t<<t_the approximate equation has been satisfied:

dgy (1)
4 Ag=7—1~
CY &
dgt)
= @, + it
or dt (; ( )
Hence, the assessment of the output signal phase can be presented in the
form:
. de ()
) P)=el)-= =
At that, the error of the obtained assessment can be evaluated by the
expression:
6 Adft)=eft+1)—alt).

where  [Aa(t) <|wlt}.
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The method suggested can be implemented by the diagram in Fig. | inthe
following way. The signal determining the law of the phase change for the phase
synthesizer (PS), is formed at the output of the first generator. [t presents the integral
sum of the phases of the central frequency obtained at the output of the circle of
phase automatic frequency setting ( PAFS 1) of the input radio signal and the signal

entering from generator of pseudo-random sequence (G, ) determining the value

of w{r}. The preliminary evaluation of the phase error formed on the basis of delay

1, is taken out from the obtained value of the phase in the extracting device and the
result obtained is used as a controlling effect for the PS. In this way. the PS generates
asignal of the form:

% Sz(r)zRe{epr}‘{_r)(o( +ofr+1)+ Ta) )dt}}

The synthesizer examined presents an address memory device (MD) storing
exp jx, values where x is a number fed at the MD input. At that, a digital-to-analog
transformer operating according to discrete Re{exp jx}is used at the MD output.

The signal of the mixer output is of the form:

{8) Sm(z)z Re{exp[(r—r,)—a(:)}—r}rd}(!)}.

Signal S_(t) passing through band filter (BF) enters at the input of the circle
of PAFS 2. In the case examined, according to iis structure and purpose the circle
of PAFS 2 1s analogous to the circle of PAFS 1 in DOS described in [1]. The signal
at the output of the circle of PAFS 2 is fed to the first input of the multiplier of'the
circuit of delay evaluation, while at the other input of the circuit, the value of w(r)
averaged in low frequency band filter (LEBF 1) enters, obtained by G .. The time

PRS
constant of LFBF1 corresponds to the time constant of BF. In this way. at the

output of the multiplier, the following signal is obtained:
©  S)=l-r )5 0).
Besides that, the averaged vatue of () is fed to the square power device

and after averaging in LFBF2 with a time constant bigger than the one of LFBF1.
the signal obtained is in the form: '

10y S, {=a).

This signal is fed as a divisor at the input of a diviston diagram. In the capacity
of dividend. asignal ofthe following type is used:
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W 5,0)=6-2)m2(r)-
Obtained from §,{z ) by averaging in LFBF3. In this way, a new evaluation of the
delay is formed:

/5,0
(12) 7’=S:(z)=r_r”

which at the integrator output is in the form:
U3 7' -r-z

The evaluation enters a multiplier where the consecutive signal is formed for
the correction of the frequency of the DOS monitoring system.

3. Phase synthesizer

The aim is to develop a device for independent and accurate (coherent)
reproduction of the phases in the transmitter and receiver of FHSS and on the base
of i, a coherent device of synchronization serviceable with random fluctuations of
delays [31.

The problem is solved by creating a frequency synthesizer including a source
of a standard (bearing) signal, generator of primary signals and switching circuit.
The series of primary signals with angular frequency corresponding to the bearing
signal frequency is taken to the switching-over circuit output in the form of a phase-
displaced line. The switching-over circuit is synchronized with one of the primary
signals and switching-over can be controlled by choosing the number of primary
signal cycles.

The advantage of the frequency synthesizer suggested is that the generator
of primary signals generates them with the same spectrum frequency as the source
of the bearing signal (S,) and hence, if the switching circuit has been synchronized
with one of the primary signals, the signal chosen with the same phase is obtained
every time with the synthesis’ start which makes it possible to control the synthesized
signal phase and to reproduce it independently in the transmitter and the receiver.

The performance of the suggested frequency synthesizer as an example is
shown in Fig. 2 (block PS). According to [3], the frequency synthesizer consists of
a source of a bearing signal, generator of primary simple signals, accomplished in
the form of a muiti-terminal delay line with N terminals, switching-over circuit, divisor
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of frequencies synchronized with one of the simple signals of the generator and
connected with the tact input of the switching-over circuit.

The synthesizer operates in the following way: The signal of the frequency
standard generator of angular frequency ) is fed to the frequency standard genera-
tor input (multi-terminal defay line (MTDL) with N terminals). The switching circuit
is synchronized through the divisor of frequencies and switches over after every k
cycles of the primary signal. If the time interval between two switchings overis T,
the phasc difference between the signal synthesized and the bearing one increases
by phase @ for time T . As 8=27/N, the signal synthesized can be supported fora
random period of time with multiple usage of N primary signals and the synthesized
signal frequency _is =0 +k6/T . By the contro! of the switching circuit (the
choice of k), the output signal phase can be changed.

On the basis of the synthesizer suggested, a device for synchronization of
coherent FHSS was obtained. The device consists of a transmitter that can be
regulated, receiver, diagram of monitoring by delay, extrapolator of delay and the
bearing signal source, generator of primary simple signals, switching circuit, divisor
of frequencies.

The advantage of the device suggested is that the moment to start the synthesis
of the desired signal in the receiver correlating unit can be determined on the basis of
extrapolation of the delay evaluation as receiving the same phase as the one used in
the transmitier.

The implementation of the device for coherent synchronization as an example
according to [3] shown in Fig, 2. The device of synchronization consists of a
transmitter that can be regulated, receiver, diagram of monitoring by delay,
extrapolator of delay and source of a bearing signal, generator of primary simple
signals, switching circuit, divisor of frequencies.

The device operates is the following way: The current value of delay is
evaluated in the standard diagram of monitoring by delay. To compensate the delay,
the extrapolator determines value T*(t) and from it, overtaking in time, 1.e. T*(t)=t-
T(t) of transmitting in transmitter that is implemented by feeding the signal at the
input of the generator of bearing signals {(multi-delay hne).

Let us denote one of the n in number signal elements, which are approximately
equal to zero out of the interval, by S[0,T]. Then the signal transmitted can be
expressed as follows:

(14) S(f)ié&(f-ﬂ‘").
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Considering the random delay, the obtained useful signal is:

15 Sr)=St-e()=3 S0 <),

Let us present the discrete parameter 8{¢) and the random delay 7{¢) inthe
form of known information function, i.e.:

(16)  S(1,0,7)=S[r-{e).6(— ()]}
The discrete parameter takes constant values of the tact intervals

o)=0teli.1., ]. The values of the information parameter of the tact

N Bagamet 1 Tl
sinéngf + 8 it +48 ;. monitoring by ; Extra;pe‘alaaror of
_ 2 g
. Swit(hing—over
cirguit
Transmitier I—._

PS TR

Swilching-over
circuit

Receiver®

exil

Fig.2

intervals form a normal Markov chain &, (I ),i = 0,],...n with » states and a known
matrix of transmitting state i into statej [T = IT ; and a vector of initial states
P = p, . The boundaries of the tact intervals are determined by the random delay
z'(t) et =1, (z‘) With accomplishment of certain delay, the boundaries of the
tact intervals are ¢, = iT +7{t,).

In the tact interval £,,7,, signal S{z,8,7) coincides with the elementary
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signal ${t —iT - 7)) if 6(t)=6,. The process A(t) satisfies the system of sto-
chastic differential equations:

a_’;;;(_rlzﬁ(t,/l)+n‘.(f).

Here, f,(t,A) are functions satisfying the condition of Lipschitz and #, (t) is

(17

Gauss’s noise of intensity b, (,A). The apriori probability characteristics of the

process /I(r) have been determined by the equation of Fokker-Plank-Kolmogorov:

R %, (taW
(18) /1r at _Zaﬂ, raW]+ ZZ 5/1/1 = [W]’

207

where W = W(z, /1) is the apriori the probability density of the process, A{t).
The observation of the signal S{r,4,7) has been made against noise back-

ground, i.e. 1t has the form:

19y &) =5(.6.7)+n(),

where nft)is uncorrelated with Q(t) and z'(r) white noise with characteristics
m{n(t) =0.

4. Conclusions

The proposed device and algorithm of optimal FHSS receiving allow
independent and accurate control on the phases in the transmitter and the receiver.
The possibility of direct assessment of the random delay provides to obtain an algorithm
including a wide range of problems. The device and the algorithm are protected by
an application for a patent [3].
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KOXEPEHTHO ®OPMHPAHE U ITPUEMAHE HA CUTHAJIH
ChC CKOKOOBPAIHO HBMEHEHHWE HA HOCELATA YECTOTA
B AEPOKOCMUYECKH PAAHOJIHHU N

A. Andonoe, I. Hepnesa, 3. Xybenosa

Peziome

C'b3llaBilH€T0 Ha KOXCPCHTHH PaaHOMHHHA € €AHH OT I'vTHIATAa 38
NOBHINABAKE Ha [IYMOYCTOHYHBOCTTA H AOCTUTAHE JI0 YCJIOBHS, PEaui3vpallH
ONITUMATHOTO MpUeMaHe HAa CHUCHamy. B Hacrosunata CTaTHA Ce pasriexnsa
METOA M YCTPOHCTBO 3a MOCOYEHATA LEN, 3ALUMTEHH YPE3 3asdBKa 3a NATEHT.
To# ce Dasupa Ha Aocera U3BECTHUTE ABA TAKWBA AMEPUKAHCKH [TATCHTA Ha
(pupmara Motorola, U3n0a3BaHy [IPH pealIH3aLMATa Ha KOXCPHTHE BPb3Ka BbB
BBC na CAIL. IMpeanoxeHuaT NOEX0OA JaBa BL3MONCHOCT 33 NO-MPoCcTa U
etbeKTHBHa TCXHHYCCKA peanni3anuA 3a H3Fp'cl)i{ﬂ,al'{€ Ha KOXCPCHTHH
PAAVOIHHHY B YCIOBKRA Ha Obp3u dAYKTYaUWY HA CHIHana. Tosa no3BOsABA
HErOBOTO H3NON3BAHE KAKTO B AaBHALMOHHKTE, TAKa H B KOCMMYECKUTE
PAAHOIHHHUH, IPU KOUTO € Heobx0nuMO Aa cC MpeaaBaT Mmo-releMK no obem
JNaHHY C TENEMETPHYHA HHPOPMALWI, Thil KaTO KOXEPEHTHOCTTa OCUTIYPSBA
3HAYHTENMHO NO-TUIAMO yCHNBaHe py 0bpaboTka Ha NpHEeMaHHUTE CHIHAN! 8
¢paBHeHHe ¢ jocera H3noa3savuTe. [Ipennoxes ¥ 0G0CHOBAK € H AJITOPUTbM
3a oOpaboTka Ha cHrHasa, OCHOBABALL C€ HA TEOPHUATA 3a HEAWHEHHA
uaTpanys.
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Abstract

Since noninvasive electroencephalogram (EEG) was discovered, started ifs widv
use for medical diagnostics. Soon after that, attempts for using the EEG for devices control
were made. In both cases, electrooculographic (EQG) artefacts. especiafly subjects eye-
hlinks. noticeahly contaminate EEG power spectrum and impede the analvsis and
clussification of the signal. Artefacts are noises introduced 1o the EEG signal by not ceniral
aervons svsfem (CNS) sowrces of electric fields inside and outside subjects bodv. In this
paper, an analvsis of the power spectrum of eve-blinking artefacts is described with u
conneciion of using EEG for pattern recognition during mental tasks performance based
bratm-compuer imerface (BCH), working with a- and g=-rhythms ( 8-13 11z} brain potentials.
The goal of the study is to determine the influence of eve-biinks ' power specirum on EEG
and choose a method for their handling.

Introduction

The ability to communicate is a typical and determinated characteristic of
human beings and plays a vital role in their relationship. This communication is richer
and more sophisticated than any other form of communication, Verbal and written
messages are usually sent by the mouth or hands and received by the eyes or ears
with the mediation of the brain. While the communication between humans has been
extensively developed and studied, the communication between humans and machines
IS in s initial phase. The progress of neurclogy and computer science give the
possibility to establish an immediatc connection between human brain and the
computer -Brain computer interface (BCI).
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BCT will raise the quality of life of disabled people. offering a new
communication channel. Brain control could be used by healthy people too. as
additional possibility for control.

The Alternative Control Technology (ACT) program of’ the LS Air Force
Research | .aboratory, Dayton, Ohio, among the varicty of hands-frec controls. using
input from eyes, head, speech and electromyographic (EMG) includes the use of
electroencephalographic (EEG) systems that allow communication with computers
while the pilots” hands remain engaped in other activities [ 1].

Most of BCI studies use EEG, recorded trom the human scalp. LEG isa
noninvasive and easy to perform method, which does not require expensive and
heavy equipment [2}.

During EEG recording the subject moves and glances about, as it is expected
of anyone asked to sit in a chair for a long time and engage in repetitive tasks.
requiring mental effort. The movements introduce periods of electrical noise (artefacts)
that are difhicult to discriminate from neural actrvity.

Frontal muscles EMG can dominate the - or p-brain rhythms frequency
range at frontal locations. Eye-blinks (known as electrooculographic (FOG) artefacts)
can affect the 8- or even -rhythm range at frontal and central scalp locations 3. 4].
Thus, as it is possible the user to contro! output device by raising his cycbrows or
blinking his eyes the mentioned EMG activity might obscure the user’s actual ERG
control. '

Artefacts can dramatically alter the EEG recorded at the scalp [5]. to bring
to false results and conclusions during the investigation of EEG-based BCl. Studics.
pretending neuroprosthesis control [6], show this risk. Later study | 7] proves frontal
muscles EMG mfluence over the control.

There are, however. other sources [8, 9], where the authors pretend increased
data transter rate and specially state that the investigations are done without any
artefact removal. *.. No (!) trials were rejected due to artifacts™ [8].

As aresultof this conflicting information, a4 decision was taken 1o study the
subjects eye-blinks power spectrum in the context of particular usc of EEG and
afier that choose a method for their handling,

In this paper an investigation of eye-blinks’ influence over the EEG intended
for pattern recognition technique based BCI. using o- and p-rhythms in 8-13 Hz
range 1s described. BCI uses the patterns issued during various tasks. evoked
ncreasing brain activity, like visual prescntation of four images, imaginary image
rotation, imaginary human body limbs rotation. mathematical tasks, hyperventilation
cie,
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EOG artefacts analysis

[ the study, an EEG database, recorded in the Technical University of Delft.
the Netherlands, where in 2004 started a pro;ect on building an EEG-based BCL is
used.
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Fig. 1. Taskssuccession. The vertical lines mark every tasks start. Eye-blinks
stand at every lasks end out by their five times higher amplitude

To find out EOG artefacts influence over the working range power spectrumnt.
an analysis of the planned blinks at every tasks end during the visual presentation
tasks - having numbers 30, 32, 34, 36 - including visual presentation on the monitor
screen respectively of yellow triangle, green dot, red cross and blue lines inone
sesston, Fig. 1, is done. Every task runs 5 times in one session. The tasks follow
each other in a pseudorandom order, to avoid the subjects learning. According to
the experiment schedule, the first 5-seconds EEG are free from blinks. The next 3-
seconds contain a planned blink. A model for the analysis is synthesized as (1).{2):

1 .
1y PMR = g XX o)

m=I
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1 R b -
2) Panvh (k)= 'N Z[XHR (k)X (k)], where

m=|

P’ (k). PI¥ (k)are the average powers for | frequency respectively for segments
with blinks and without blinks.
f, is the sampling rate, 256 Hz.

N 1s the number of input discretes for the analysis. The ratio N/ f, defines the
frequency resolution.

X", X ™ are arrays which contain the frequency components, calculated after the
Fourier analysis of the input segment which contains, y?, and which does not contain

ablink, ¥ . A N -point Hamming window H(N), according to (3) is applied in
advance:

N-I o
3) X(k) = Zx(n)e"'z“k“' “H(n) where

n=

X" X™ are the corresponding complex conjugate arrays.

As a result of a preliminary study [10]. the length of the eye-blinks is
determinated as approximately 3 s (they depend on the particular subject and his
psycho-physiological condition). The spontaneous and planned blinks” study [11]
stated, that they have equal duration. The result allows to study the planned blinks
during tasks™ 3X performance. They are in predefined time segments and could be
processed automaticaily. Averaging the power spectrum of blinks during different

mental tasks” performance is possible, as a base for the comparison parts of EEG
without blinks. recorded just before the blinks during the same tasks’ performance

are taken. A result of other preliminary study of mental tasks characteristics [14],
states that tasks 3X have similar patterns.

Every blink is selected in three-second interval (768 discretes), enveloped
parts from EEG before and after the visible maximum, Fig. 2. Other three-second
segments just before the blinks are selected from the same tasks. The white noise

level (neighbor neurons” activity {12]) in the averaged power spectrum is /20
times lower {13] in comparison with the white noise of a single segment.
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Fig. 2. EEG segments from one session selected for the analysis

Every blink is selected in three-second interval (768 discretes), enveloped
parts from EEG before and after the visible maximum, Fig. 2. Other three-second
scgments just before the blinks are selected from the same tasks. The white notse
level (neighbor neurons” activity [12)) in the averaged power spectrum is /20
times lower [ 1 3] in comparnison with the white noise of a single segment.

Graphs of the averaged power spectra envelopes of the segments with and
without blinks in ajl EEG channels are shown in Fig. 3.

The EEG amplitude without blinks is different for every channel. It is the
lowest in frontal placed Fpl and Fp2. Fig. 1. Channels Fpl and Fp2 are the most
suitable to discover eye-blinks by controlting the EEG amplitude in the time domain.
When the threshold is properly set, errors probability could be minimal.

The blinks’ power spectrum 1s concentrated in the 2-3 Hz frequency band.
The blinks could be discovered by controtling the powers of 2-3 Hz frequency
components after the Fourier analysis is done.
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Fig. 3. Averaged power spectra in all channels

From the averaged power spectra man can see that the blinks influence is
different in particular channels. In the segments with blinks,, in frontal placed electrodes
Fpl, Fp2, F7, F3, F4 and F8, averaged powers of working range frequency
components dominate over the averaged powers of the scgments without blinks.
This obviously 1s a result of the eye-lids activation EMG potentials. in the rest of the
channels C3, C4, P3, P4 etc there are frequencies with lower power in segments
with blinks. Unlike sources., where EOG artefacts are defined as “no CNS artefacts™,
the author's suggestion is that the work range frequencies power reduction in segments
with blinks is a result of brain activity. Consequently, it is wrong to define eye-
blinks’ influence in every channel as a result only of EMG artefacts’ diffusion along
and/or across the scalp accordingly to particular rules [15}].
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Besides low frequencies, powers of segments with blinks differ from blinks-
clean segments more than 50% for frequencies in the range 8-13 Hz. This difference
1s commensurable and in some channels higher than the expected power changes as
aresult of mental tasks performance. Blinks presence definitely iowers the the prob-
ability for right mental tasks classification. Consequently, it is inadmissible to analyze
segments that contain blinks without any preprocessing.

To have blinks free EEG segments for the study, a decision is taken, to
reject the segments which contain subjects eye-blinks. Unlike EEGs used in the
medical practice, where a short lasting part could contain very important information
(for epilepsy diagnosis) and it is not allowed to loose it, mental tasks last a long
time. The database is big enough and rejecting parts with eye-blinks will not lower
the matter of the study.

Conclusions and future work

EOG artefacts identification, determination of their influence on the working
range and its elimination from real data are necessary steps in EEG processing,
They are inevitable when the data are intended to train the BCl classificator.

The power spectrum of the subject’s eye blinks is concentrated in the range
between (,5-3 Hz. The power of the low frequency components is many times
higher than the power of the EEG without blinks.

In the range 8-13 Hz, in part of the electrodes (T35, T6, O1, Q2 et¢), the
power introduced by the blinks, is in times higher than the energy of the signal without
blinks and much higher than the power difference, that is a result of the mental task’s
performance (which is 10-20% [14]). This correlation can bring considerable errors
during the classification. In the study of BCI, working with brain rhythms in the
range 8-13 Hz, eye-blinking artefacts should be eliminated.

The results of the study will be used to prepare the input vector for training
the BC] classificator.
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AHAJIN3 HAYECTOTHUSA CIHEKTBP
HA EJIEKTPOOKYTOI' PAGCKHU APTEGAKTH
B EJIEKTPOEHUE®AJTOI' PAMU

IIa. Manounos

Pezome

C oTKpUBaHETO HA HEHHBA3MBHATa eeKTpocHuehanorpama (EEIL).
3ar104Ba HEHHOTO UMPOKO NpHIaraHe B MEAHUHHCKATA auarHoctuka. Ckopo
CAeA TOBa CC M3BBPIIBAT EKCNIEPUMEHTH 10 npHarane Ha EEI 3a ynpapierve
Ha ycTpoiicTsa. U B xBara ciny4as enexrpooxynorpadgickurte (EOI) apredaxry.
11O-TOYHO TPEMUIBAHMATA HA 0YMTE Ha cyDeKTa, 3abenewuMo MoBRAUABAT
cHepruiHua cnekTsp Ha EEI, ¢ koeto saTpyaHsBar aHaiuza o
K1acH(UIHPAHETO HA CUTHANA. ApredaxiuTe ca nymose, Buecenu B LEI ot
HENpHHAAICKAIUN KbM LeHTpanHata Hepsra cuctema (LLHC) na cybekra
M3TOYHUIH Ha eJICKTPUYECKH [OJIETE B H M3BBH HOBELIKOTO TS/10. B cTatnara
Ce ONHCBA AHANM3 HA EHEPTHiiHUS CNIEKTHP Ha NPEMUTBAHUS, BLB BPL3KA C
npvnarane Ha EEL B Mo3bK-koMnioThp HETepeic (MKH), 6asupan na merona
pa3no3HaBane Ha 06pa3LiK, TONYYEHH TPH H3MhAHEHHE Ha MHCAOBHH 3a7auu.
padoTery ¢ a- © M-MO3bLYHM PUTMH B Ananasora 8-13 Hz. Mscneapancrto nma
33 1eJT Aa ONIpe/IeN BNMSAHUETO Ha eHEPTHWHMA CIEKTBD Ha [TPEMNTBaHUATA
Bbpxy EET, 3a na ce n3bepe noaxoasu Meto 3a TaxHaTa 00paboTka.
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Abstract

The paper reviews some results from the observations of the last two solar eclipses
that ook place on 11/08/1999 and 29/03/2006. The methods and means wsed during the
photo sessions have been described. Pictures from different stages have been attuched. us
follows: partial eclipse, total eclipse, solar corona. Baily s Beads, crescents.

Introduction

The phenomenon of the solar eclipse can be observed when the lunar disk 1s
projected over the visible part of the solar disk, and the lunar shadow moves over
the Earth’s surface.

The article reviews some of the results from the observations of two solar
eclipses from 11/08/1999 and 29/03/2006. The methods and means used during
the photo session are described.

The solar eclipses are very important to science. During a solar eclipse. the
solar corona, the solar protuberances and the Baily’s Beads can be observed. Solar
eclipses also have great biological, geophysical, and meteorological influence on the
Earth and its inhabitants | 1], and they are one of the most attractive phenomena we
can observe, :
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Tasks and objectives

During solar eclipses, photographic observations are the main rescarch
method for these phenomena. Our main goal was to take pictures of protuberances
on the Sun’s limb, solar corona and Baily’s Beads; to observe “running shadows™
and to take amateur pictures of the Sun with other objects from the landscape.

Solar eclipse — 11/08/1999.

The dark stripe spread over Northeast Bulgaria on 11 August 1999 for
comparatively short time, and in its full phase it lasted approximately 2 hours. The
solar eclipse of 1999 was comparatively short —2 hrs and 27 sec. We made the
observation fromthe Town of General Toshevo, district of Dobrich, The main shadow
stripe entered Bulgaria at 2:09 pm local time near the Town of Silistra and left the
country nearby Cape Shabla at 2:12.3 pm (Fig.1).

Solar eclipse - 29/03/2006.

The total solar eclipse was observed from the eastern most areas of South
America, Central Africa, Middle Asia and South Siberia [2]. We observed the eclipse
from the Town of Serik, South Turkey. In this latitude, the eclipse started at 12:38.11
pm and finished on 3:13.19 pm (all phases).

Tolal Setar Ecltpoe of (889 Aug 11

Fig. 1. Line of totality Fig. 2. Line of totality, crossing South
{11/08/1999} [3] Turkey (29/032006) [4}
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Means and Methods

Telescope. Model: Konuspace 500, Telescope Newton, Reflector, F= 500
mm, D= 114mm, /4.3,

Filter. The filter used for the eclipses is Mylar, neutral type. In contrast to
saturated SFO-filters, Mylar filters are more transparent and the Sun’s color on the
picture is not yellow-orange, but bluish [5].

Photographic camera, film and exposure time

36 pictures were shot with Praktika photo camera. The camera was attached
to the telescope by a converter and installed in the telescope’s focal plane. Various
speeds were required. so that we could implement different tasks. We used standard
Kodak 200 ASA color film, because the Sun 1s a very bright object and, despite the
filters, the light that reached the negative, was sufficient.

The solar eclipses were shot at different speeds in order to receive several
pictures or at least one good shot. This was necessary, because during the different

phases of the solar eclipse, the solar crescent changes its size continuously.

Table |. Speeds used to shoot the phases of the solar eclipses

Speed Phase
1/500 First contact
14250 1/2 of the Sun
1/125 1/4 of the Sun
1/60 14140 of the Sun
130 Before tatality
1/1000 Totality phase
1/500 Totality phasc
1712510 Totality phase
17125 Totality phase
1/60 Totality phase
1/30Q Totality phase
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Results

Gradually. the dark side increased and the Sun started to look more and more
like a thinning crescent. The day light weakened. The temperature decreased by
6 °C.

Fig. 3. Thinning solar crescent Fig. 4. Thinning solar crescent
(HIO871999), (2900372006,
Unlike the solar eclipse of 11/08/1999, when the Sun was in the maximum
of its activity. now it was in its minimum and it was difficult fo extract from the
pictures arcas where protuberances could be observed.

Solar corona. The solar corona is almost circular, due o the solar minimum,
and is silver-white. When the Sun is in its maximum, the corona is greatly stretched-
out along the solar cquator and a separate ray can be viewed.

Fig. 5. The solar coronu Fig 6. The solar corona
(11°0871999). (29/63:2006)
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Running shadows. Running shadows can be observed right before and
immediately after the totality phase. They are considered 1o be an effect of the
turbulent flows of'the solidity in the Earth’s atmosphere, which leads to focusing and
unfocusing of the sunrays. It is extremely difficult to shoot the rays. but it was very
easy to observe them.

Baily’s Beads. They occurred before and after the totality phase, They
appear because of the craters on the lunar limb.

Fig. 7. Builv'y Beads Fig 8 Bailvs Beods
(11/08/1999) (29/03/2006)

Shadow of the earth objects. Since the luminous crescent gradually
decreases, the shadows become sharp (without perumbras). The objects parallel
to the solar crescent have extremely sharp shadows, while m other spatial
dispositions, the shadow is asymmetric. This is due to the smaller angular sizes of the
revealed parts of the Sun.

Fig. 9. Shadow of an Eurth object (29/03/2006)



Crescents. Thousands of small crescents can be ohserved due to the small
holes along and between the sheets, used as camera obscura.

Fig. 10. A board with circular holes, Fig. 11. The crescents vbserved

allowing the sunlight during from the board with circular

the partial phase (29/03/2006). holes. letting the sunlight
{28/03/2006).

Celestial bodies. During the totality of the solar eclipse. the observed
celestial bodies were Venus and Mercury.

Results

The pictures of the solar eclipses of 11/08/1999 and 29/03/2006 show that,
due to the solar minimum, the solar corona from 29/03/2006 is almost circular and
silver-white (Fig. 6). On 11/08/1999, the Sun was in its maximum and the solar
corona was greatly stretched-out along the solar cquator, so separate rays can be
seen (Fig. 5).

Conclusion

We made 72 pictures with exposure time varying from 1/30to 1/1000 seconds,
shooting the phases of the two solar eclipses. the Baily’s Beads and crescents. the
runsung shadows and the planets visible during the totality phase of the solareclipse
and lots of amateur pictures.
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OTHOCHO HAKOU PE3VIITATH OT I'bJIHUTE CJIBHYEBH
JATBMHEHHA HA 11/08/1999 U 29/03/2006

M. 3amehupos, I1. F'eyos

Pezrome
B crarusaTta ce pasrnexjaar HAKOH pE3YyNTaTH, CBbP3aHH ¢ OBETE
cbHYyeBy 3arbMHeHUA Ha 11.08.1999 11 1 29.03.2006 r. Onucanu ca MeToiuTe
¥ CPeACTBATA MPH MPOBCKAAHCTO Ka CHUMKHKTE. 1lokazany ca CHUMKHM HE

qacrTuyHaTa $asa Ha 3aTBMHEHMETO, IbJHATA (aza, CTbBYEBATa KOPOHA.
bpoenuna Ha beAny, chpruera.
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New books

ANEW BOOKABOUT NATURALHAZARDS

apo Mapnw

s e Ll -- - - - - - -
NPUPOAHM GEACTBHA - Millions of vietims, much more injured and
H EXONOTHYHY T

MIYYABAHE TITPEL

homeless, great amount of losses and heavy destruc-
tions - these could be just a part of the negative conse-
quences due to the different natural hazards ali over
the world. Even today — at the beginning of 21 century,
humanity still pays the great price to the terrible effects
of natural hazards. Almost everywhere in the world it is
proved that the victims and damages strongly depend
on of the quality of constructions and the ability of the
population to mitigate disasters. The effectiveness of
emergency planning and execution, the fast and well

orgamzed reaction to the negative effects of the disaster arc among the important
factors influencing the mitigation of the different hazards. This is a great topic and
now — during the EARTH’S YEAR ~ 2008 - everywhere in the world a ot of
resources, educational programs and active measuares are under taken to mitigate
the effects of the different natural hazards — earthquakes, tsunami, global climate
change and all other catastrophic events on the earth’s surface. Even 4 years after
the devastating tsunami in the Indian ocean (The Boxing day event) which took
more than 300, 000 victims and left more than 1, 000, 000 homeless, people are
not able to tully recognize what happened on this holiday. And when it will be re-

peated?.., o . . ’ ]
It is much clearer now that humanity will experience an increasing number ot

disasters in the future due to the dynamic earth. The global climate change. the
ozone hole development, the EI Nino phenomenon and the fast geodynamic events.
registered by the GPS in the solid earth, as well as the increased urbanization are the
main factors which can augment the negative consequences of Nature for the every-
day lifc of populations and societies.

Therefore, the new by published book Natural Hazards and Ecological
Catastrophes - Study, Prevention, Protection is extremely useful and topical.

The author — Prof. Garo Mardirossian from the Space Research Institute of
the Bulgarian Academy of Sciences needs no a special presentation. Well known
for his popular scientific books, he is working hard on the problems of natural
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hazards and their study by aerospace methods and techniques. This is his 4" book
on the topic. All of them were accepted by the audience with great interest.

In this last book, at the beginning, some general problems related with natural
hazards. their generation and development, are highlighted and the many physical
properties underlying their ability to produce negative effects. Many terms like nisk.
vulnerability, multi risk and preliminary assessment of the consequences are among
the initial themes developed in the book. Separately. a lot of space is deducated to
ccological catastrophes, war consequences and geophysical weapons. Step by step.
the study goes deeper discovering the nature and eftects of such events as carthquakes.
tandslides. cyclones, volcanic eruptions, tsunami, avalanches, tloods. forest fires.
thunderstorms. toernadoes, ete. A lot of data ahout the observed cases, statistics
about the victims and the damages. the most extreme cases ete. are under the focus
ofthe author. Special attention is paid to the natural hazard on the territory of Bulgaria.
The main parameters generating the negative effects to the population and the
infrastructure are discussed. A separate chapter is dedicated to each individual disaster
type. Special attention is paid to prevention and protection, as wetl as to individual
and societal directions. The presentation of the potential of aerospace technologics
for such investigations and observations and their high effectiveness is very uscful.
Thus, supporting the idea that such methodologies could be a very effective and
uscful tool against natural hazards, the book provides a lot of improvements in that
dircetion. _

The book is presented well to the readers and illustrated with many diagrams.
figures and photos. [t could be useful to many different specialists -- scientists and
rescarchers in the ficlds of geophysics and ecology. geography and meteorology.
etc. as well as to the decision-makers and civil defence servants, engineers and land
planners, as well as the students and pupils from schools and universities. The book
contains 372 pages, 56 figures, 20 tables. ctc. Uscful annexcs contain the
measurement scales about the different natural hazards.

Due to its actual content and usefulness and because such books are rare not
only for us but also in the world practice. the appearance of the book of Prof.
Mardirossian is an important event for the scientific community.

Assoc. Prof. Boyko Rangueloy

Mapcupocan, 17, Hpupodnu edcmaus u eRoramacmpadi — uIYLaeane, RpEseHs,
samuma . Axadevuyne wsoameremeo | Hpod. Mapun Jpunoe ™. Cothua, 2007 372 cinp,
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Technology Transfer Office

The Technology Transfer Office in the Space Research Institute at the Bulgarian
Academy of Sciences was established in November 2007 as a department within
the institute according to the project of the PHARE program: “Establishing of
Technology Transfer Offices at the Bulgarian Public Research Organizations’.

Fields of action

- Transfer of technologies, innovations and know-how

- Searching for resolving of concrete production problems

- Evaluation of technologies — technical, economical, financial and ecological

- Consultancy services related to technology transfer

- Preparing, consulting and coordination of projects

- International cooperation, organization of training and scientific events— workshops,
seminars, presentations etc.

Research Areas

« Remote Sensing

* Telemedicine

* Space Materials Knowledge and Nanotechnologies

+ Localisation of Moving Objects

» Defense and Security, with respect to their potential to be introduced for
commercialisation in the economy

Target groups of the TTO's activities

Government and non-government organizations and institutions at national, regional
and local level, and different sectors of the national economy — industry, agriculture,
transport €i¢,

Managing Board: Chairman - Peter Getsov
Advisory board: Chatrman ~ Gergin Gerginov

Project coordinator: Ognian Petrov
Director of the office: Christina Kovacheva
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Main Partner
Institute of Geography at the Bulganan Academy of Sciences

Associated partners

- New Bulgarian University - Center for Continuing Education;
- Bulgarian Astronautical Federation;

- KOSMOS NPP;

- Bulgarian Association of Aviation and Space Medicine and Psychology:

- (GIS-Transfer Center;

For contacts

Tel/Fax: +3592 873 67 33
E-mail: tto_sri@space.bas.bg
WWW.IO-S11.com
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