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SOME POTENTIALITIES FOR USING AEROSPACE
INFORMATION
IN THE FIELD OF NATIONAL SECURITY AND
DEFENCE

Petar Geisov, Pavel Penev

Space Research Institute, Bulgarian Academy of Sciences

Abstract

The modern tendencies in using remole sensing technigques and systems
for studying the Earth from space are formulated. The potentialities to use dual-
destination space monitoring commercial satellites on the tervitory of the Republic
of Bulgaria are outlined. General formulation of the tasks in the field of defence
and security resolved through the space segment is givenr. A structure for a
sovereign National Space Information Centre Is suggested.

Intreduction

This paper marks the start of a series of papers to be published in the
journal Aerospace Research in Bulgaria dedicated to observing the Earth’s
surface by aircrafis and satellites for the purpose of resolving a wide scope
of tasks in the field of crises management, national security and defence,
agriculture, ecology and more. Many of the materials have been reported at
various fora with the aim to urge the responsible bodies and institutions to
take adequate decisions for undertaking and implementing a national
monitering system.

Based on the analysis of the current staius quo of the country in the
ficld, as well as on our long-lasting efforts to establish a National Aerospace
Information Centre, we start a series of papers and suggestions related with
national security, which is a modern and effective trend in the leading
countries’ defence and security in the end of the XX-th and the beginning of
the XXI-st century.



The ready access to and moderate cost of a number of space
technologies provide for their successful use nowadays by countrics of the
sizc of the Republic of Bulgaria (such as the Netherlands, Isracl, Greece,
Belgium cte.).

The analysis of world expericnce reveals that using spacc-bascd
technologies provides to overcome a great part of the shortcomings and
restrictions of traditional ground-based technologies related primarily with
observation, communication, and navigation.

One basic type of space information systems, occupying a
significant part of the ficld, are Remote Sensing Satellite Systems (RSSS),
through which information about the Earth is acquired and iterpreted.

The current great importance and wide application of RSSS
providing the so-called space menitoring is determined by the following
circumstances:

- global spatial scope of the observed tetritory {aqualoria);

- possibility to observe specific arcas or objects in various speciral ranges
at given intervals, day or night, or in complex meteorological conditions

- possibility to obtain images featuring high resolution and providing
abundant information, and quite often — the required operativenesss;

- well developed international market of space video- and photoimages.

The most active and dynamic component of the RSSS is the carth satellite
furnished with appropriate dedicated equipment. It translates information about the
monitored area to ground-based receiving centres either directly or through
retranslating satellites.

Currently, the RSSS provide mainly three types of images: photoimages,
electronic-optic images, and radiolocation mnages.

On the brink between the XX-th and the XXI-st century, a number of
modern tendencics are observed related with the use of remote sensing techniques
and systems for study of the Earth from space, such as:

- iransfer of technologies;

- commercialization of high-resolution space images;

- integration of varicus-destination systems;

- introduction of GIS;

- facilitated online customer access to supplicd data;

- mutual penetration and integration of military and civil space systems

etc.

The tendencies outlined above suggest intensive penetration of space
monitoring in both defence and security structures, as well as in
communication, geodesy and cartography, transport, ecology, power
gngineering, agriculture, metcorology etc.
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The experience from the so-called “space epoch wars”, slarting with
Desert Storm {1991) and ending with the military campaign in Iraq (2003)
reveals that the MoD of the USA, irrespective of the military space system
orbital formations it has maintained for dozens of years already, 15 among
the greatest users of information supplied by civil RSSS (such as the
Landsat, Spot, Ikonos etc.). The latter has been used successfully to plan the
troops’ military activities and to spot aviation targets.

A tendency in space technologies on a werld scale to reduce the gap
in the information potentialities of RS earth satellites for civil and milifary
purpose (Fig. 1) has been observed. Thus, for instance, the civil satellites
Tkonos, Quick Bird, Orb View, Resurs—DK ctc. feature image resolution of
1-4 m in the monochromatic and multispectral regime. The available
ground-based receiving stations or terminals will provide to obtain on-line
information about the observed objects. This will make 1t possible, at
nowadays’ stage of space technologies development, using information
from some civil RS Earth satellitcs, to also resolve military problems,
including tactic ones, with a number of RSSSs featuring dual destination.

Among the companies constructing and Jaunching in space
commercial RS Earth satellites with particularly important military
application are the American companics Space Imaging which constructed
the satellite Tkonos and Digital Globe which constructed the satellite Quick
Bird. The information from the mentioned “high-resolution” salellites
triggered the establishment of a coerdinate data base for each theatre of
war, ensuring the successful hitting by controlled aircraft {rockets, aviation
bombs etc.) of some specific targets using GPS—corrected orientation.
Moreover, the information from these satellites provides to construct 3D
models of the locality, which makes il possible to model the troops’ military
actions. Conditions are also provided to form the so-called gee-spatial
information, representing a set of various maps, aviation and space images,
and intelligence data.

The classification of RS Earth satellites is shown in Fig. 1.

Accounting for the great information potentialities of the satellites
Quick Bird-2 and Ikonos-2 featuring maximum resolution of 0,6 m and 0,8
m accordingly, in 2003, the National Ocean and Atmosphere Adminisiration
(NOAA), USA, provided a license to the companies Space Imaging and
Digital Globe for the construction of satcllites featuring resolution of up to
0,25 m. Buying and use of such fine-detail images by any state is of crucial
importance for defence, security, cconomy, ecology, as well as for the
successful conducting of a number of humanitarian and rescue operations.



Remote Sensing
Earth Satellites

MILITARY

. . Meteorological, For prospecting of Meteorological,
For observation ; .
geodetic natural resources oceanographic
KN-11, KN-12 (USA) DMSP (USA} Landsat (USA) NOAA (USA)
Lacross {LUSA) (Rlock-502) Lkonos (USA} GOLES (USA)
Spacc Shuttie {(SRTM - (Block-513) Quick Bird (USA) METEGR (Russia)

{JSA)

Sindry (LUISA}

DON. NEMAN {Russia}
Orlets, Arax (Russia)
Helios {France)

Pleadi (France)

FSW (China)

1G5-0, IGS-R (Japan}
EROS (1ISA, Isracl)
TES {India}

SAR Lope (Germany)
SAR-20600 (italy)

Terra SAR (England,
Germany}

Resurs, Cometa, DK-1, 2,
Almaz, Arkon (Russia}

Condor, Monitor (Russia}
Spot {France}
ERS {LSA)

OrbView, Terra (EOS - USA,
lapan, France, Canada, ctc.)

IRS (india)

JERS (Japan)

Fros {Israel)
RadarSat {Canada)
SFRS (China, Brazil)
GreenSat (SAR)

QCEAN (Russia)
GONS-Flecire
{Russia)
METEQSAT {EU -
METSAT)

TOGPEX (LISA,
France}

PY-1C, Fy-2B
{China}
INSAT-1D, 2E {India)
GMS (Japan)

Fig. 1 Classification of RS Earth satellites

Experts believe that, by 2006, about 70% of the space image market

will account for products featuring resolution of | m or better. Thus, in the
beginning of the XXI-st century, the division of the major space states’
programmes in the field of RSSS and in other ficlds into civil and military is
only provisional, whereby the gap between the two types is decreasing
continuously.

Accounting for the above-mentioned tendencies and for space’s

leading role in the struggle for information superiority, a number of
countries having no potential of their own to launch and maintain Earth




satellites are establishing and using to the benefit of their national security
the so-called “space segment”. It is based on the information obtained from
various RSSSs, global satellitc navigation systems, and satellite
communication systems which, upon being received at the ground-based
stations, subject to dedicated processing and analysis, is submitted 1o the
appropriate customers.

The material basis for space monitoring may be a mobile satellite
image receiving station receiving information from satellites with
electronic-optic and radiolocation sensors. An example of such station is the
Dutch mobile receiving station RAPIDS, which was demonstrated in
September, 2000, in Sofia and which features satisfactory characteristics
and relatively low price.

Thus, with such a station available, the information from various RS
Earth satellites will be fed to the appropriate users nearly on-line, in various
climatic conditions, and various times of the day, which requires the use of
dedicated software and modern GIS technologies during its processing at
the ground-based component.

The establishment of the space segment will make it possible to
obtain global, precise, and operative information for the region which is
possible only through space monitoring,

The practical implementation of this approach will make it possible
to resolve important defence-related problems of the country. The State and
army eatly waming system will be elevated to a new, modemn level,
providing for monitoring of possible eritical situations within and outside
the counfry. Such information will assist greatly adequate decision-taking
on the part of the State and military government. If the space information for
the region is of suffictent size, trustworthy, and fed nearly on-line, this wiil
speed up the “information-decision-action” cognitive cycle. The latter will
be accomplished sooner than the traditional circumstance-related-
information acquisition cycle, which will make it possible to outrun the
opponent in applying active force and technique.

Digital cartography and GIS construction will be elevated 1o a new,
modern level, foo. Digital modelling and various types of simulation will be
applied successfully in solving a wide range of defence 1asks.

The nearly on-line use of fine-detail images will also enhance the
solving of a number of tasks rclated with state security. Among them, the
most topical ones currently are prevention of terrorist acts using transport
technique, monitoring and identification of various objects, carly detection
of fires and floods, identification of earthquakes.



The considered topic’s increased importance to defence, security,
infrastructure, power engineering, ecology, agriculture, and other areas,
coupled with the fact that now no single institution or organization has in its
disposition enough funds to buy dedicated monitoring and professionals
training equipment call for establishment of a sovereign National Space
Information Centre to receive information from satellites for remote sensing,
navigation, communication, and meteoprovision. The major nowadays users
of the space monitoring system’s information arc the Ministry of Defence
{MoD), the Ministry of Interior (Mel), the Statc Civil Protection Agency
(SCPA), the Ministry of Agriculturc and Forests {MoAF), the Ministry of
Transport and Communications (MeTC), the Ministry of Environment and
Water (MoEW), the Ministry of Power Enginecring and Energy Resources
(MOPWER), the Ministry of Regional Devclopment and Town Planning
(MoORDTP), the Bulgarian Academy of Sciences (BAS), the Buigarian Red
Cross (BRC) etc.

The structure and the human resource of the proposed sovereign
National Space Information Centre wiil depend on the class of the dedicated
equipment to be bought and its configuration, on the pertaining hardware
and software, as well as on the commitment of the institutions and
organizations intending to use the reccived space information. Accounting
for the progress of space technologies, especially during the recent 10 years,
the Centre might comprisc a ground-based station receiving and processing
information from RS [Earth satellifes, image formation station,
communication-information unit with communication terminals for the
satcllite communication and meteorological systems, analysis and operative
coordination department, and service section. The Centre’s staff may
amount to 25-30 peopic.

The accomplishment of this approach will provide information
superiority to the Statc and military government under the conditions of
various crises or potential military conflicts.

In peace times, the global spacc monitoring of the area
circumstances will update the information provision of important economic
or ccological spheres. The efficicncy of a number of humanitarian and
rescue opcrations performed by land or sea will be improved.

Modern information medium is built on space monitoring,
information. The space scctor supplementing traditional information
structure increases substantially the information ficld, velocity, precision,
and quality of information processes.
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The global space monitoring of the circumstances in the region
fosters the role enhancement of the preventive factor in national security and
the successful management of crises of various nature.

Bascd on the performed analysis, as well as on thc obvious
tendencies for implementing space technologies in this field, since 1997
until nowadays, we have continuously proposed to the military and political
government of the Bulgarian Army to revicw the idea for a National
Acrospace Information Centre.

Hercunder, the reader will find enclosed the last proposal to the
MoD, slightly abridged:

Offer for Establishment of a Space Coordination Centre

at the Council of Ministers of the Republic of Bulgaria

Accounting for the increasing role of space in ammed struggle,
information struggle including, as well as of space information
commercialization process which started since the middie of the 90-ies of
the XX-th century, in 1997, some lcading scicntists from thc Space
Rescarch Institute, BAS, and the G. S. Rakovski Military Academy
claborated and forwarded to the Head of the General Staff of the Bulgarian
Army a proposal for cstablishment of a Military-Space Coordination Centre
(MSCC) at the BA. The basic 1dea of the proposal was to cstablish and
operate a space segment of the BA, where the required space information
for the region and the country will be received from satellites of various
destination to be then processed, analyzed, and coordinated with the
apptopriate uscrs for the purposes of a wide range of tasks in military affairs
and in other spheres, inclusive of providing for humanitarian and rescuc
operations. Moreover, accounting for the experience of the MoD and the BA
in using navigation, communication, and meteorological satellites, as well
as in the ficld of satellitc geodesy and cartography, it was suggested that the
space scgment be coordinated with the appropriate users and images of the
country and the region from remote sensing Earth satellites (RSES}). The
cxpetience of a number of European and other countries from the end of the
XX-th century shows that the information supplicd by thesc satellites for
certain consideration is characterized by its ready access, global naturc,
image resolution of the order of a couple of meters, and where a receiving
satellitc station is available, operativeness. Images with the mentioned
characteristics may provide the State and milifary government with
information superiority in the conditions of various crises or possible
military conflicts.
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As a result of a series of organized events of various nature, in April
1998, a Memorandum was elaborated suggesting to establish an MSCC at
the BA as a relatively sovereign subsystem of the National Space
Information Centre. [t was pointed out that the establishment of the MSCC
at the BA should comply with the stages of the National Space Programme.

During 1998-2004, some individual activities were carried out on
this topic, both at scientific fora, as well as political ones. Thus, for instance,
in September 2000, in Sofia, demonstrations of a Dutch mobile station for
reeciving of satellitc images (RAPIDS) were organized as well as a
Bulgarian-Dutch seminar on the use and prospects for dcvelopment of
remote-sensing-of-the-Earth technologics. The conclusion was made that the
RAPIDS system may serve as a material basis of the National Space
Information Centre.

In 2001, m Sofia, on the invitation of the Standing Committee for
Population Protection against Disasters, Accidents, and Catastrophes, and
the State Civil Protection Agency, the potentialities of the Centre for
Receiving and Analysis of Space Information at the Ministry of Emergency
Situations of Russia were discussed, which is intended primarily for carly
detection of fircs and floods, and for earthquake identification.

During the considered period (1998-2004), space information
centres were established in Israel, Turkey, and Grecee, the first two of them
belonging to the system of military institutions. This confirmed the actuality
and advisability of the offer from 1997 for establishment of a MSCC at the
BA.

During the period from 1998 to 2003, thc Interinstitutional
Commuittec on Space Research at the Council of Ministers of the Republic
of Bulgaria failed to establish a National Space Information Centre.

Meanwhile, the need of establishing such a centre increased greatly
after the large-scale fires which flared up during the recent years in some
mountainous and ficld regions of the Republic of Bulgaria. On behalf of the
Statc Civil Protection Agency, in November 2003, the intention was
expressed to establish a Space Menitoring Centre to rcccive satellite
Images at times of fires, floods, or earthquakes. It was suggested that this
Space Monitoring Centre be subordinate to the Council of Ministers, so that
the information might be uscd by all institutions.

The juxtaposing of the tasks assigned to the Space Monitoring
Centre with those of the MSCC at the BA proposed in 1997 reveals that the
tasks rclated with remote sensing of disasters and accidents constitute only
one component and function of the MSCC at the BA, namely the one related
with assessment of regional ecosystems. Moreover, at this stage, the
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struggle to mitigate disasters, accidents, and catastrophes 1s one of the BA’s
missions, whereas cxperts in satellite image processing may be found in
BAS and the Military-Topographic Office of the BA. The experts from the
latter were educated at the Remote Sensing Development Centre of the
French Space Agency.

Judging from the distance of time, i.c. more than six years after the
submission of the proposal for establishment of a MSCC at the BA, the
conclusion may me made that this proposal is still in line with the world
tendency from the end of the XX-th century for establishment of unified
satcllite  information systems for remote sensing, navigation,
communication, and metcoprovision.

The implementation of spacc-based technologies m the BA will
make 1t possible to overcome a great part of the shortcomings and
restrictions of traditional ground-based technologies related mostly with
obscrvation, communication, and navigation.

Space-based technologies will provide for orgamzation of 2 modern
early warning system in the country, which will be in line with the new
missions and tasks of the BA, including those outside the territory of the
Republic of Bulgaria.

Accounting for the foregoing, as well as for the possibilitics to sell
spacc information to some countrics of the region, it may be expected that
the funds invested to buy a ground-basced station for receiving of satellite
images and other dedicated equipment (estimated price of about one million
US dollars) will be restored to the State.

Accounting for the increased importance of the constdered problems
to defence, security, infrastructure, ecology, agriculture, and other ficlds, as
well as for the fact that, at this stage, no institution or organization has in its
disposition the required funds to buy the appropriate satellite cquipment and
to pay for adequate expert training nececssitates to cstablish a Space
Coordination Centre (SCC) for the information obtained from satellitcs
for remote sensing, navigation, communication, and meteoprovision for the
nceds of users from various institution and organizations (MoD, Mol, SCPA,
MoAF, MeTC, MoEW, BRC ctc.).

It is expedient to establish and operate a SCC as a sovereign unit at
the Council of Ministers of the Republic of Bulgaria.

The formation of a SCC may provide for monitoring of possible
critical situations in the country and the region and assist taking
appropriate decisions.

The structure and staff of the SCC will depend on the level of the
bought dedicated cquipment and its configuration, the rcspective hardware
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and software, as well as the participation rate of the institutions and
organizations as users of the received space information. Accounting for the
progress in spacc technologics during the elapsed period, the SCC may
comprise a ground-based station for receiving and processing of the
information acquired by RS Earth satellites, an image-formation station, a-
communication-information unit with terminals for connection with the
sate[lite communication and meteorological systems, an analysis and
operative coordination department, and a service scctor. The expedient
establishment of an SCC, compatible with those of the neighbouring
countries and allies, will turn into a preventive factor for national security;
will elevate to a modern level the early warning system of the State and the
army and will update the information provision of important spheres in
economy, ecology, and the humanitarian field.
Bascd on the foregoing,

WE SUGGEST:

1. To initiate the establishment of a Space Coordination Centrc as a
sovercign unit at the Council of Ministers of the Republic of Bulgaria.

2. During the formation of the Space Coordination Centre, to avail of the
experience, potential and infrastructure of the MoD, the BA, and the BAS,
while inscribing the Centre onto the list of the country’s management
systems at times of crises.

3. To provide funding for the Space Coordination Centre in the budget for
200_, to be allocated specifically for this purpose by a Resolution of the
Council of Ministers, with proportional participation of the leading
institutions and organizations in the use of space information.

4. To supply the key clements of the organizational structure of the Space
Coordination Centr¢ in 200_, in advance of staff education, buying of
dedicated systems, hardware and software, providing for receiving,
processing, analysis, and coordination of space information among users.
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HAKOU Bb3MOXHOCTH 3A U3NIOJI3BAHETO
HA AEPOKOCMUUYECKATA UHO®OPMALIUAS
B OBJIACTTA HA HATMOHAJTHATA CUT'YPHOCT !
OTBPAHATA

Hemvp Ieyos, Hasgen Henes

Pesrome

DopMynupany  ca  CbBpeMEHHHTE TEHACHLINH, CBBP3aHU ¢
M3II0N3BAHETO HA NUCTAHIMOHHUTE METOIM H CHCTCMH 3a H3C/ICHABAaHE Ha
3emsta or Kocmoca. flocodeno e MACTOTO Ha KoMepCHATHUTE CIBTHULA 2a
AUCTAHUHOHHO COHAMPAHE C JIBOHHO IpejHaziadeHue ¢ Bb3MOKHOCTH 3a
KOCMHWHECKH MOHHTORHMHT B yCioBUATaA Ha P. Brmapusa. B o6obuien Bug ca
Jepunupany 3afiaunte B 061aCTTa Ha OTOpaHATA ¥ CHTYPLOCTTA, peluaBany
€ MOMOLITA Ha KOCMUYECKHS CerMenT,

Ilpennara ce cTpyxTypa Ha HaaBcromcTBe HHaluoHancH HeHTHp 3a
KOCMHYECKE HHMOPMAIus.
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Bulgarian Academy of Sciences. Space Research Institute.
Aerospace Research in Bulgaria. 19, 2005, Sofia

THIN VISCOUS ELLIPTICAL ACCRETION DISCS WITH
ORBITS SHARING A COMMON LONGITUDE OF
PERIASTRON.

DYNAMICAL EQUATION FOR INTEGER VALUES
OF THE POWERS IN THE VISCOSITY LAW

Dimitar Dimitrov

Space Research Institute, Bulgarian Academy of Sciences

Abstract

We consider a model of thin stationary viscous accretion disc around a
stellar mass compact object developed by Lyubarskij et al. [3]. The orbits of the
gaseous particles are ellipses which eccentricities may vary Jfrom inner to the cuter
parts of the disc and which apse lines ure in line with each other. The accepted
viscosity coefficient n obeys the relation y = f £ with X - surface density of the
aceretion disc, B and n - constants. Our considerations are dealing with the cases

when the exponent n takes integer values, namely n = -1, 0, 1, 2 and 3, which lie in
the physically suitable range. We derive in an explicit form the auxiliary functions
introduced by Lyubarskif et al. For two values of n = -1 and n =+ 2 we also write

the explicit form of the dynamical equation governing the radial structure of the
disc. For the other cases we limit us with graphical representations of the ratios of
the coefficients of this equation.

Keywords: accretion discs.

1. Introduction

There are both observational and theoretical grounds to believe that
the circular orbits of fluid particles in accretion discs are not the only possible
cascs which may be considered in treatment of accretion phenomena. The
most widespread applications of using eccentric orbits for description and
explanation of the observed astrophysical events are the superhumps in the
light-curves of dwarf-nova cataclysmic variables like SU UMa stars. This
type of binary stars consists of a white dwarf, with a gaseous accretion disc
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around it, and a main sequence star which supplies matter to the disc through
the inner Lagrangian point L;. The internal instability of the disc, caused by
viscosity siresses, as well as the tidal influence of the companion star, are the
reasons determining the elongated (elliptical) shape of the disc. Its
dimensions also vary during different stages of the outburst events depending
on the total accumulated mass and the thermal conditions. The mass transfer
stream from the companion star strikes the outer parts of the accretion disc at
the so-called “hot-spot” region. But nevertheless, it is not expected the
dynamics of the accretion disc to be significantly affected by that
perturbation. For example, time-resolved spectroscopy 1s applied to study the
nova-like variable UU Aqu. Using eclipse mapping techniques, spatially
resolved spectra of its accretion disc as a function of the distance from the
disc centre were obtained. Consideration of the data suggests that the
asymmetric structure in the outer disc {previously identified as a bright spot)
may be considered as a signature of an elliptical disc, similar 1o those in SU
UMa stars during superoutbursts [1]. However, it is worth noting that this
interpretation is not the only possible one. The non-axisymmetric features
observed in the discs of dwarfnovae during the outburst events are often
considered tc be spiral shocks, but this explanation strikes with some
problems: the natural site of the wave excitation lies outside the Roche lobe,
the accretion disc must be “hot”, the treatments of wave propagation docs not
take into account the vertical disc structure [2]. Consequently, the elliptical
shape of the discs in these cases remains a plausible explanation of the
observed features of dwarf-nova outbursts. '

During the recent years, increasing interest has been devoted to the
problem of formation of planetary systems around solar-like young stellar
systems. Here, the accretion discs, from which the planets generate, may
consist not only of gaseous component, but be predominantly composed of
solid dust particles and rocks, and have a complex radial structure. An
accreting protoplanet that is embedded into the disc may clear an annulus
about its orbital path. Numerous observational efforts have lead io the
discovery of many extrasolar planet systems {the number of planets
approaches one hundred at present time) and, in the majority of cases, the
eccentricities of the planet orbits were evaluated with sufficient accuracy.
These estimates definitely lead to the conclusion that, as a rule, the extrasolar
planets have orbits with cousiderable eccentricitics - evidence that the
progenitor accretion discs were also with clliptical shape.

The large variety of possibilities for the parameters of the systems
“accretion disc + binary star” suggests, in turn, a large number of theoretical
modcls for these astrophysical systems. It is not always possible to solve
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analytically problems arising in this way and numerical approaches are
needed to find the solutions of the equations describing the discs dynamics.
In this paper, we focus on a model of elliptical accretion disc developed by
Lyubarskij et al. [3]. Our aim is to obtain in explicit form the dynamical
equation describing the propertics of the accretion disc around a stellar mass
compact object for some particular values of the viscosity law parameters. An
important specific feature of this model is that the apsc lines of all particle
otbits are in line with each other. This condition, imposed “by hand”, may be
removed, as it has been done in more recent studies of fluid dynamics of
eccentric discs by Ogilvie, by using complex values of disc eccentricity [4].
But this complication makes it much more difficult to find an analytical
solution to the dynamical equation of the disc. Our main purpose is to use an
analytical approach te the considered problem. We restrict ourselves to the
more simple task based on the model of Lyubarskij et al. [3], although the
accuracy of this description (in opposite to the model of Ogilvie [4]) is not
enough suitable to make precise tests of the theory by observations.
Nevertheless, we hope that the fully analytical treatment of the accretion
flows in such simplified cases may be useful in the attempts to solve
analytically {or to determine the limits of the analytical approach) the morc
complicated and realistic models of aceretion discs, which are appropriate for
evaluating the model parameters from direct comparison with observations.

2. Accretion Disc Model

In what follows, we shall use the notations and approach according to
the paper of Lyubarskij et al. [3]. The eccentric disc model, considered in this
paper, includes also the non-stationary regime, but we shall limit curselves
only to the stationary picture. The theory represents, to some extent, a
generalization of the standard thin a-disc theory to the case of elliptical
streamlines of gaseous particles. The accepted viscosity law describes a
proportionality between the viscosity coefficient # and the #n-th power of disc
surface density 2@ y = 2", where f§ and # are constants. Qur intention is to
write explicitly and to investigate the possibility for exact analytical solution
of the dynamical equation, governing the radial structure of the accretion
disc, for integer values of the power n, namely for n = -1, 0, 1, 2, and 3.
These selections are of astrophysical interest and the implications for non-
integer values of n may possibly be oblained through an interpolation
between the data for these integer numbers. In the considered model, the
eccentricity ¢ of the particle orbits may vary under the transition from the
mner to the outer parts of the disc. For every elliptical orbit, the dependence
of its eccentricity e on the focal parameter p (p = b*/a; a and b are the major
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and the minor semiaxes), giving the “size” of the ¢llipse, 1s determined by the
following dynamical equation [3]:

(1) [ Y(3Z/6¢)-Z(8Y/0¢)] & + [ Y (BZ/0e) - Z(3Y/de) - Yie]eé +
Y[R/ DW-Z -(1/2X1-eYY]= 0.

This is a sccond order ordinary differential equation, where the dot )
denotes differentiation with respect to the variable 1 = /n p and it is taken into
account that e = e (p, #n). The analytical expressions for auxiliary functions Y,
Z and W (averaged over the azimuthal angle ¢) and the integrals Ig—, I and
i (k =0, 1,...,4) are given in a previous paper [5], devoted to the
investigation of equation (1). All these quantities are functions of e, &= deldu
and n. In the present study, we have computed in explicit form the integrals
Iy, lpsand I, (k= 0, 1,...,4), and correspondingly Y, 7 and W for the above
mentioned integer values of the exponent n. This is done by the use of some
alrcady tabulated integrals ([6], formulae 858.525 and 858.535) and
consequential application of the derived results for the next steps of the
evaluations. We remind here that, according to Lyubarskij et al. [3], the
negative values of the eccentricity ¢ simply imply that the pcriastron of the
ellipse lics on the negative part of the abscissa axis as opposite to the case of
positive valucs of e, when its abscissa is positive. We stress again that the
considered model of particle orbits includes only apse lines in line with each
other, i.e., all ordinatcs of the periastron points are equal to zero. We obtain
the following results:

Casc n=-1

(22) To(e,e,n=-D=n(1-&) 2 +é),

(2b) Iie,é,n=-1)=-3ge(l-e) %2,

(2¢) Lie,é,n=-D=r(l-&)* (142,

Qd) Lle,én=-1)=n{1-&) " [2+5-66* +2(1 - )1,

(2e) lile,e,n=-1)=3a(1-&) e "[2-5+4e*-2(1- )],

Q) e,en=-1)=n(1-&)"[1-(e-0)"] e {-2e(1- ") é (e- &)
?[1-(f—é)E]m;}zle(l-ez}z(qe-mé)z[1~(e-é)2]”“-2(_] - e?) "
(¢-8)" teQ+e)é'[1-(e-6)"]1""},

(2h)  Ip-(e,é,n=-1)= m(l-e) 7?2 +3.
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(3a)
(3b)
(3¢)

(3d)

(3¢)

(3g)

(3h)

(4a)
(4b)
(4¢)

(4d)

(4¢)

(4g)

(4h)

20

Case n=1{

lo(e,é,n=0)=2n (1 -€*)>?[1-(e-¢) ]“2- {ee[l-(e—e’)z]
Poe(e-e) 2(1-)[1-(e-¢)°1" + U )”L
Li(e,é,n=0)=2n(l-¢&)¥[1-(e-é)> ] S {(e-é-€)[l-(e
)1”-weu1efﬂ
lg(een—(}) 2m (1 - e) ”{1-(6» &)1 e 2 i1+t +eo)
2[1-(e-¢)*]* +(1 - Wﬂ
Ls (e, ¢,n.=0) =2m (I - “[I(ee)]‘”' Pe-e)7 " {-
(1- e)m+[e g e ez+2ee+ez(1 e) ]
[1-(e=&)*] 2},
L;(een—(}) 2n(1—e) m[l-(e e) | 2 "“"(e e) 2
{e(l .«3)2 +e+e é+3eé- See-Ze-l—'See)[l-(e
B g R 3€e +2e )7(1 - e)m[l- - &) ]”}
Im(een—(}) Zn(l-e) ”2[] (e-é) ]w_. {(23 -2 -3e?
¢+ 8e'é- 120 & +e +8¢% ¢’ -2e ") (1-€H)¥? + (-2 +2&° + 3¢
é-2¢ é)?[1-(e- e) ]3”2
I—(e,é,n=0)=m(l-é%) w[l~(e-e‘) I e3¢ (26 -4 +2¢ -
6e* é + 10e* é - 4¢° ¢ + 6e & - 5¢° & + 2e & )[1-(e &1 - 2(e-
é)3(1~e2)5’f2}.

Case n=+1]

To(e,é,n=+1)=2n(e-¢&) "I (e~ ¥ 1 e {4 -3Sle
+&8 43828 ~ed)(1-)"7 + [l -(e-¢) /]3’2},
Lige,n=+1D)=2n(1-&""[1-(e-&) "¢’ {[e-(e-6)°]
(1-e)"-ell-(e-0)"1"}
Iz(e,é,n=+l)=2n(1-ez)'”zgl-( &1 Me -1+ -3ee
+2é2)?(1-ez)”2+[1—(e—é) 1%y,

Ii(e,é,n=+1)=2m (1. &y ”2[1- (e-6)21e e (e-6)?
2{-(e-&)°[1-(e- e2]m+[ 2.t -2eé+5 -7 +3eé

+é' [1-(e-&)* 1101 - ﬁ%

3

Lie,é,n=+1)= 213(1 )" ”2[1 Vi< e) 1732 ¢ 2520 8)3 § e
_3)3 71 -{e-é) ]3”2 (e3+e + 3¢ ¢ - 66 e+9r3?'é2-4ezé3)
(1 ”2 +( 383 +€ )(I 6)14’2[1 e-)Z].“‘."'?.}j

Imwen—ﬂ)nu-2>“n- &1 6 (20 vt

2e¢" - 10e* ¢ +10&% ¢ + 5¢° & 20-‘.’5£2+2€1+5€2€1+20€4€1-5684

108+ e +2620 ) 2(1 - )”2+2 [1-(e- 3)2]5’2}
lo(e,e,n=+1)=2n(1-)"""[1-(e-6)?1 e 3 {(2-2 -
3¢ é+8et ¢



1288 ¢+ &+ 876 206 ) (1-62 )2 +(- 288+ 20 + 367 6 - 26 &)
7[1-(e-6)%]*}.

(5a)
(5b)
(3¢)
(5d)
(5¢)

(5g)
(Sh)

(6a)
(6b)
{6c)

(6d)

{6¢)

(6g)

(6h)

Case n=+2

lo(e,é,n=+2)=n[l-(e-&)* ] [2+(e-¢)],
Lie,é,n=+2)=-3n(e-&)[1-(e-¢)]",
Lie,ée,n=+2y=n[l+2e-¢)"][1-(e-¢)*] 2,
Lie,é,n=+2)=xn 1-(e-é)z]'m(_e-é)"?'{-2+5€2-6e4-lOeé
+24¢% ¢ + 567 - 3667 ¥ +24e 6’ - 661+ 2[1 - (e-6)2 172,
Is(e,é,n=+2)=n[l-(e-&)° ] (e-8)*{6-15¢*+ 12" + 30e &
- 486> ¢

-1se2+72e2e2-48ee3+12é‘*-6[1-(e-é)zlm},
Ipe(e,é,n=+2y=n[243-&)2][1-(e-8)217"7,
Io(e,é,n=+2)=Iy{e,6,n=+1), (seeformula(4g)).

Case n=+3

TIo(e,e,n=+3)=n[l-(e-&) ] (2--¢"-2ec+3e¢

+3e* .37 " tee’),
Life,é,n=+3)=n[l-(e-6)>] ™ (e-&)' (-3* +3&* + Te & -8
é-46 +626% -6y,
Lie,é,n=+3)=n[l-(e-8)2] " (1+&°-2¢"-5ee+6e° ¢
+46° - 6% ¥+ 2e 8,
Le,g,n=+3y=a[l-(e-6)>] " (e-6) " {-2e+7 - 11" + 6
1467 ¢ +47¢% 6 <34 ¢+ Te &8 186° & + 785 & + 6267 & - 90" &
-23eé* +50° ¢ 438 -6 -6+ 267 12e[1-(e-)2 177},
Lie,e,n=+3)=n[l-(e-6)21 " (e-6y°16e-21e+27&" - 12¢
+26 +358 - 100" 6+ 64¢° ¢ - Te & + 1303 & - 1326° &% - 76° -
60e® &* + 120" &* - Se &' - 206% ¢ + 84° - 4867 &° + 36e &0 - 887 + (-
6e-28)[1-(e-6)*17"},

e, é,n=+N=@d)[1-(e-6)21 " (e-6)" (8e+ 4’ - 12° -
8¢-32¢" ¢ + 456" ¢+ 52¢ 6 - 608° 6 - 248 + 307 8 -3 &),
lo(e,6,n=+3)=n[2+3-&) ][I -(e-&)21"7.

The above formulae must be considered under the restrictions || < I,

|| < 1 and e - ¢] < 1, which from a physical point of view guarantee that the
trajectories of the gas particles are bounded (i.e., are ellipses) and do not
mtersect with each other. From a mathematical point of view these conditions
also mean that the singularities in the cxpressions for metric, radius vector,
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Keplerian vclocity and shear tensor (sec [3], Appendix A), as well as in the
integrals In—, To, (k= 0, [, ... , 4) arc avoided. It should be pointed cut that
in some cases values e = 0, & = 0 or (e - ¢) = 0 may occur in the denominators
of the expressions (2) - (6). Neverthcless, the integrals can also be
analytically computed (cven more easily ! ) by direct substitution of the so
mentioned zero values into the original definitions of the integrals. These
results may be compared with the limits derived from relations (2) - (6) when
e, ¢ or (e - &) approach zero. The later calculations are based on the
application of the L’Hospital’s rule for solving of uncertainties of the type
0/0. In the both cases the final results are the same and consequently, we do
not necd to trouble about the nullification of the denominators - the
transitions of the expressions (2) - (6) to the singular values of their
arguments are continuous.

3. Auxiliary Functions and Dynamical Equation

According to paper [5], wherce the expressions for Y{e, ¢, n), Z{e, ¢, n)
and W(e, é, n) arc given in explicit form as linear combinations of the
integrals I (e, ¢, n), (k =10, 1, ..., 4) (sec formulae (2) - (4) from [5] ).
Having alrcady the results (2) - (6) for integer », we are in a position to
compute Y{e, ¢, n), Z(e, ¢, n) and W(e, &, n) in a straightforward manner.
There is not indispensable need to use the available linear relations between
integrals To—, Ios and I, (k = 0, 1, ..., 4), in order to reduce the complexity of
the initial formulae and, correspondingly, the intermediate calculations. Such
simplifications are very desirable when the more general considerations of
non-integer n are examined, when manifest evaluations of Ty
(k=0,1, ..., 4) like (2) - (6) are not available. We shall dircctly write here
the analytical form of the auxiliary functions Y(e, ¢, n), Z(e, ¢, ny and W(e, ¢,
myforn=-1,0,...,3.

Case n=-1
(7Ta) 3Y(e,é,n=-1)=(p/GM) "> (1-) ¥ (3-3 +4eé),
(7b)  3Z(e, é,n=-1)=(p/GM) ”2(1 22 -1+ & -2ee+4(1-€)”‘]
(7e)  OW(e, é,n=-1)=(p/GM)" e"’)'“ e l[ef-2"+ef+4ee-
4¢° ¢+ 246" - 248 &+ 4e° ¢ +(8e:'2-24é (=D .

Case # —0

(82) 3Y(e,¢,n=0)=(1- e " - (e- 2] e N { (- 3(3+3e é-5¢
e+2e)2(] -+ (3e-3& 1 464 2 e)[l-(e é) ]”2},
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(8b)

(8c)

(9a)

(9)

(9¢)

(10a)

{10b)

(10c)

(11a)

3Z(e, é,n=0)=[1-(e-6)>] e ' {-e+2e-&"-6-2e"¢+3e" ¢
-2eé” 280+ (e-+286)(1-)"[1-(e-8)2]"* +4e]1 -
(e_é)z]uz},

OW(e,e,n=0)=(1-¢)""*[1-(e-&)*]1 e e (e-&)" {(-'+
2¢° - +27 -8 6+ 6e° e+ Ted + 28 - 13" &8+ 1267 & +
12¢' ¢’ -8e é*-4e* ') 2(1 - + (87 ¢-8eé -84 ) (1-¢€°)"
[1-(e-&)%1" +(e -2 +¢e -e*é+6e" é-5e°¢-8eé +4e’é*+
8’ ¢’ +86°-8e & -4 )1 -(e-¢)1 1"}

Cagse n=+1

3Y(e,é,n=+1)=(IGM)'"? (1 - &) " [1 -(e- &)1 * & { (4e-
8+ 4’ +36+98¢- 126" e+ 2ed® + 126 6% - 46° - 4 &) (1 - &
b det 840 -8l e+ 8 et de 4P ) [1-(e-6)7 ]
32(e,é,n=+1)=g;;c;m“2[1 (-1 e-8) -+ 2 - €0
+2e¢-8" 6+ 6e 6+38%+60° 6% - 13" &+ de o’ + 1267 & - 46" -
468 &'+ (4e® - 4e" -8e o+ 1662 ¢-2067 @ +8e &) [1-(e-€)2 1"}
OWle, e, n=+1)=(pIGM)"* [1-(¢-&)2 1 {1-28"+ e +4eé-
42 6+ 42 +(8-82+ 16e6-86" Y[l -(e-6)2]" ).

Case n=+2

3Y{(e,é,n==+2)=(p2GM) [l -(e-&}* 1" (6- 12" + 6&* + 23e ¢
-23¢’ ¢ -96" + 316 60 - 14e &),
3Ze, e, n=+2)=(PRGM [l -(e-&)*1 P (e-¢)" {- 2"+ 6" -
6e' +2¢° + 66" ¢-29" e+ 40e° ¢ - 178 e+ 18e &’ + 26" & - T8e° &°
+58¢” &% - 66 + 68¢% & +28e" ¢° - 1026° & - 56¢ &% + 74’ & + 9861
é42+9sgj-84ezé5-49e4e‘5+26eé6+1093é6+(863-24ezé)[1-(e-
a 1"},
SW(e, &,n=2)=pRGM}[] -(e-&)* ] (e-&) > { 2’ - 6° + 6’
227 -6 ¢ +27¢ ¢ - 366 é + 156% & + 6e &6° - 44’ & + 82 & -
44¢” & - 188 + 706 & - 110" & + 626° &* - 86e & +132¢° &* - 38¢°
& +396°- 142626 - & & +92e ¥+ 126 6% - 2467 - 467 & +( 16¢” -
326° + 162 - 4867 &+ 160¢* & - 1126° ¢ + 48¢ &° - 320e” &° + 336e° &2
+%8§262 & - 544¢° & - 96e &' + 496¢° &* - 240" &° + 48e ) [1 - (e -
&)1 -

Case n=+43
3V(e, é,n=+3)=(1/2) (P/IGM) " [1 -{e-&)"] " (6- 182 + 18¢*
-6e°+30e & - 60&° 6+ 30° 8 - T6* + 656 & - 58" & - 20e & 4 50¢°
& - 46" - 1662 &),
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(116)  3Z(e, é,n=+3)=(1/2) (p/GM) > [1-Ce- é&)? 1 e-e)t{-2e"+
8e® - 125 + 8e'0 - 2e12+8e é - 463 é+90e é- 742 e+ 22¢') ¢ +
36’ &% - 4364 87 - 1248 ¢ +233e - 102" ¢* - 24e &* + 248¢" & -
206e° & - 280e” & + 262¢° ¢* + 6¢° - 230.«3‘2 &+ 6805‘ & - 666 & -
410e8e + ?Gee - 658¢° e + 546¢° &° +402e & - 7e6 + 260e2 ét -
60?e“ J2408 8 26T+ 296678 + 825 -46° - 56e - 123
& +(Se - 24¢° +24e -86'0-32e e+144e é —I92e é + 80 ¢
216" &7 i 5288 e - 312e &+ 96e° & - 67285 & + 640e" &
1 408e” ¢* - 760e° 6% - 966 &° + 528¢° & - 200’ ¢° + 327 &)
[1-(e -&)1"},

(11c)  9W(e, &, n =+ 3) = (1/2) (/GM)** [1 -(«.»-(»:)2]"’”’2 (e-é)"‘ {26 -
8e® 4 12e% -8 + 202 - 82’ 6 +42e° 6-T8e" 61 62”6 - 18" & +
2867 &% - 133 &7 4+ 248¢° & - 209¢° &% + 66" & - T2¢ & + 3846 &
-662e° & + 47267 & - 12267 &* + 188" - 54267 &' + 1340¢” &° - 914¢°
& 10268 & + 302¢ & - 1642% & + 1474e° & + 187 & - 45¢° +
1038.92 & - 1681e" &% - 122¢° 6° - 338¢ &7 + 12006° &' + 114e” & +
3268 -47632 38-488 S +80eé” +86% ¢ + (166" - 64¢’ ¢4 807 &)

(1-(e-&)*1"}.

Let us remind some of the notations used above: p is the focal
parameter of the ellipse (for circular orbits p is simply the radius of the
particle trajectory at the considered moment), u = In p, é = 9e/0u, G is the
Newton’s gravitational constant and M is the mass of the compact object
around which the accretion disc rotates. The knowledge of the factor (p/GM)
"2 (for all astrophysically significant values of the exponent ) is not needed,
because after the substitution of the auxiliary functions Y, Z and W into the
dynamical equation (1), this factor cancels out. The partial derivatives of
these auxiliary functions with respect to e and ¢ are computable without any
technical problems and we shall not give here their analytical evaluations.
We shall note again that the singularity problem which may arise in relation
to null values of e, ¢ and (e - ¢) in the denominators can be overcome by
means of the L’Hospital’s theorem (indeterminations of the 0/0 type). The
same observation will hold later for the coefficients of dynamical equation
(1). Here, another property of the free term of this equation should be
mentioned. Upon computing in ¢xplicit form the expression (3Y) [ 9W -
2(37) + (&° - 1) (3Y) ], substituting it into equation (1), and reducing it to a
common denominator with the second term on the left-hand side of (1), it
turns out that the result factorizes with respect to é. The free term is absorbed
into the term containing the first derivatives of e and the dynamical equation

24



(1) becomes a second order homogeneous differential equation. [t may be
shown that this featurc is inherent to (1) not only for the considered intcger
valuesof n=-1,0, ... ,+ 3, but also for an arbitrary physically acceptable ».
In view of this, we rewrite equation (1) in the following form:

(12) Ale,é,n)é + Ble,é,n)e = 0.
We can write the solution of the above equation as
(13) e, n) =] exp {- [ [ Ble, ¢, n)/Ae, é,m) du} + ey ,

where, according to the general theory of second order ordinary differential
cquations, the solution (for a given value of the cxponent #) depends on two
integration constants ey = e(uy , n) and é, = iy , n) ; ug = In pp 1is a fixed
initial value. For example, p; may be the focal parameter of the
innermost/outermost ellipse bounding the disc.

The above formally written solution is not usefu] because Ale, é, n)
and Bfe, ¢, n) are known in an cxplicit form as functions on e, ¢ and #, but
not as functions on u (so far e = e(u, n) is not solved vet 1). A method for
solving the equation (11} by means of expanding the cceentricity e by powers
in # will be considered in a forthcoming paper. Now wc shall restrict
ourselves only to give the explicit form of dynamical equation (11} for two
values of n, namely # = - | and n = + 2. For the other considered integer
values of n (n = 0, + | and + 3), the analytical expressions are too long to be
given. For this rcason, we depict graphically the dependencics of the ratios of
the coefficients of equation (11) A and B on ¢ and é for fixed 2.

Dynamical equation : Case n=- 1

(4 22 (1-H[8+(1-APé + [-36884 6¢°- 3¢ - 368 + 74 6 -
46e" ¢ +8e" ¢ - 48e &* +486° &% - 8¢° & + (126° - 126° 1 366 - 56¢°
+ 68’ e +d8e e’ - 4867 Py (1-6 e = 0.

Dynamical equation : Case n =+ 2

(15} { - 10" + 40¢° - 60e® + 40" - 102" + 144e ¢ - 560¢° 6 + 71246 6 -
252¢" ¢ - 148e” & + 92¢'' ¢ + 1104¢” & - 3165¢" &% 4 265465 & - 2294°
& - 364" & - 504e &+ 4628% &1 - T208¢° & + 227267 & + 8126 &
+ 186" - 284267 ¢ + 9366¢° ¢ - 555465 67 - 112068 &' + 696e ¢ -
6404e’ & + 70166° & + 9807 & - 816° + 22582 &° - 5021 & -
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532¢° é6—4086 & +1940¢° ¢’ + 164¢° é7+54é3-31632 &.206 8+
{ 28¢° —84e +84¢% - 28¢™ - 144ee+416e é- 228e é

-2]6e é+ 172e é- 35232 &+ 1572e & -300e 420e8 é2+3603
e - 2328¢° & + 1644’ & + 500e” & + 11766 2124 4 - 2606°
e - 108¢ & +934 & es- 12¢° e5+3fse2 e6+68e & - IOSee 20e°
¢ )I1-(e-0) 21" 3 & + { 6" - 24" + 36¢° - 24e‘°+6e12-72ee'+
272e é- 323e é+57e e+ 1276 é - 61e“e 726 23682 é2+982e“
& - 683¢° ¢ —27638 &+ 28591" 52 360ee 234e 3 + 889¢° ¢
524¢7 & - 819¢° & + 270¢" - 1528e &+ 1255¢6% ' - 1538¢° &* +
1617 ¢* + 1493ee -41416° & + 3717° &° - 2289 & - 366¢° +
4043¢° e6 5488¢* &% +2331e°¢° - 1717e &' + 4870€° ¢

- 1665¢° & +261&° -2550e2 e3+?89e“ S+ T0ed -22282 8 - 84e‘0
+286 !0+ [ - 24e +72¢° - 726 +24e”’+72ee I64e é- 726 ¢

+ 348 ¢ - 184¢° ¢ + 728 +923 &+ 126* e - 828¢% & + 65268 &% +
396e & - 756¢° &° + 1632¢° & - 1416¢’ e - 2526 + 1?8832 & -
2868¢% &* + 2060e° &* 133zee +3492¢° &° - 2024e & +288¢° -
2460?; ¢® +1284¢" ¢° + 864e & - 472¢° ¢ - 1086° + 7662 ¢* 1 [1 - (e -
&?1"%ye=0.

4. Conclusions

The complexity of the accretion flows phenomena requires using both
analytical and numerical approaches for their description. The analytical
methods are preferable because of the compact representation of the results,
suitable for their interpretations and further applications. They also allow to
control more clearly the process of derivation of the solutions and the
influence of the accepted approximations on the output data. It often happens
that the analytical treatment of the considered problem is not possible to be
performed up to the final stage of the computational process and further use
of numerical methods is needed. Nevertheless, even this partial application of
the analytical description reveals which of the approximations are more
important and suggests more effectively how to overcome them and how to
improve the model without complicating it too much. Of course, the
comparisons with astronomical observations, in our case, observational data
of close binary systems containing accretion discs, serve as a test for the
task’s successful solution. As mentioned above, already existing theoretical
models of eccentric discs around the compact stars in binaries explain
successfully many of the observed properties of these astronomical objects.
For example, Murray [7] has compared the theoretical predictions for the
precession rates of eccentric discs with the observed superhump periods, It
was found that the inclusion of a retrograde pressure contribution improves
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the fit to the data and the consistency with the suggestion that the eccentricity
is generated at the 3:1 Lindblad resonance.

It may be supposed that the detailed analytical treatment of the more
simple model developed by Lyubarskij et al. [3] would be suggestive for
finding analytical solutions to more complicated models like that worked out
by Ogilvie [4]. The difficulties and limitations inherent to attempts to resolve
the more simplified (and probably easier to solve!) problem would also be
indicators of how perspective are the efforts to attain analogous progress in
the investigation of the complicated situation, The true answer of this puzzle
is expected to be achieved through a series of improved step-by-step
analytical and numerical evaluations of the particular accretion disc models,

References

1.Babtista,R.,C‘Silveira,J.E.Steiner,K.Horne. Spatially resolved
spectra of the accretion disc of the nova-like variable UU Aquarii, —
Monthly Not. Royal Astron. Soc., 314, 2000, Ne 4, p. 713.

2.0gilvie, G. L Tidally distorted accretion discs in binary stars. — Monthly Not. Royal
Astron. Soc., 330, 2002, Ne 4, p. 937.

3. Lyubarskij, Yu B, K A Postnov,M, E.Prokhorov. Eccentric accretion
discs. —Monthly Not. Royal Astron. Soc., 266, 1994, Ne 2 , p. 583.

4.0 gilvie G L Nonlinear dynamics of eccentric discs. — Meonthly Not. Royal
Astron. Soc., 325, 2001, Ne 1, p- 231,

5..Dimitrov, D.V. One possible simplification of the dynamical equation governing
the evolution of elliptical accretion discs. — Aerospace Research in
Bulgaria, 17, 2001, p. 17.

6.Dwight, G.B. Tables of Integrals and Other Mathematical Data. New York, Mc¢ Millan
Company, 1961.

7.Murray, I R The precession of eccentric discs in close binaries. — Monthly Not.
Royal Astron. Scc., 314, 2000, Ne I, L1.

27



THhHKU BUCKO3HU EJJUNITUYHH
AKPEIIUOHHMN JTUCKOBE C
OPBUTHU UMAILU OBIIIA
NBJIXKHUHA HA IEPUACTPOHA.
JUIHAMHWYHO YPABHEHME 3A IIEJJOYUCJIEHA
CTOMHOCTH HA CTEIIEHUTE B 3AKOHA 3A
BUCKO3HUTETA

Humumop Jumumpos
Pczionme

Hue pasrnexpgame Mozen Ha THHBK CTAUMOHAPEH RUCKO3EH
aKPCLMOHEH JINCK OKOJIO KOMITAaKTER OBEKT ChC 3BE3LHA Maca, paspaorten ot
Jltobapexu u ap. [3]. OpbuTuTe Ha Ta30BUTE YACTHIA Ca CIUICH YHHTO
CKCHEHTPHIHUTETH MOTaT fa BaApKpaT OT BRTPEIIHAT KbM BBHIIHATA YalT Ha
AnMCKa M YUUTO aNCHAHYA JIHHWW JIEXAT BBPXY enHa npapa., llpuerusT
KOShUIMCHT 34 BUCKO3HUTET2 ¥ YIOBNETBOPSABa 3aBUCHMOCTTa # = S X7, cbe X
- MOBBPXHOCTHATA NNBTHOCT Ha AKPELMOHHUS TUCK, f W n - KOHCTAHTH.
Haiuute pasriexanus TpeTUPaT cliyMauTe KOTATO eKCIOHEHTATa 7 IpHeMa
HeNIOYUCTICHH CTOMHOCTH, a uMeHHo # = - 1, 0, 1, 2 u 3, KOUTO JleXaT BBB
Gusnueckn  ofocHoeana ofnact. Hue TogydaBame B SBEH  BHI
crioMaraTeNiHuTe QyHKIHM BbBeaeru oT Jlrobapeku v p. 3a aBe CTORHOCTH
Ha n =~ 1w n =+ 2 HHE CHINO CME HAMKCANM B ABCH BHJ, JUHAMHIHOTO
YpaBHCHHE OOYCNIaBAINO palMalNHATa CTPYKTYpa Ha JHCKA. 3a JPyTHTe
CNy4ad HUE CC OTPaHWYaBaMC ¢ TPaQWHHH IPEACTARIHUS Ha OTHOLIEHUATA
Ha KOSQULMEHTHTE Ha TORA YPABHEHNE.
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Abstract

Iterative one-dimensional decomposition technique for radial galactic profiles
in the spirit of Kormendy (1977) is presented and applied on the profiles of nearby
galaxies. Both the bulge and disk components are modelled by the Sersic (I 968)
Jormula. The free purameters of the model — central brightness, scale length and
optimal exponential number N=1/n are derived by internal iterative procedure.
The total magnitudes of the bulge and the disk components are derived by
numerical integration. The method is applied for decomposition of 22 published
profiles of nearby galuxies and for estimation of the ervors of their paramelers. A
hint of correlation is found between the disk exponential number or the disk central
brightness, on the vne hand, and the total luminosity of the disk, on the other hand.
The disks of the big galaxies Milky Way and M 31 show convex shape with some
depressed central brightness, while the disks of the dwarf galaxies SMC and LMC
show almost exponential shapes with peak of the central brightuness. The galaxy M
33 is an intermediate case.

1. Introduction

Usually, the structures of the galaxies are investigated by
decomposition of their radial profiles into bulge and disk components. [t is
deemed that therc is no strong physical basis for such a procedure, but this
approach is an universal way for describing and comparison of galaxies by
means of a small number of well defined parameters. Generally, the
objective herc is to represent quantitatively the Hubble sequence (de
Vaucouleurs 1959a, Freeman 1970, Kormendy 1977, Bagget et al.1998,
Simard et al. 2002, Balcells ¢t al. 2003).
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On the base of =30 profiles of nearby galaxies, Freeman (1970)
introduced in use the exponential shape of radial disk profiles as a first
approximation, known till now as “Freeman Law”. It is considered that the
exponential shape of the bright part of the disks may be understood from
theoretical point of view (Freeman 1970, Mo et al, 1998, Reshetnikov
2000). However, it is known that the disk scale lengths of exponential disks,
derived by different authors, show discrepancies by factor of two {Knapen
and van der Kruit 1991), and that the disk scale length does not correlate
with the Hubble type (van der Kruit, 2002). Moreover, the deep profiles of
galactic disks have convex shapes and Freeman Law is in fact a very rough
approximation. Generally, the truncation of the surface brightness of the
outer part of the disks may be explained by decreasing the star forming rate,
due to insufficient matter concentration or/and lack of reasons for disk
instabilities (Bottema 1993, Geressen et al. 1997, Bizyaev and Zasov 2002).

The models of truncated shapes of disk profiles were introduced by
van der Kruit and Searle (1981ab) and were applied widely by Barteldrees
and Dettmar (1994) by means of a special parameter - cut-off radius.
However, when the deepness of the observation increases, the cut-off radius
increases, too. For this reason, Pohlen et al. (2000) introduced a presentation
of the disk shape with two exponents - inner, corresponding to the Freeman
disk, and outer, more steep. The deep observations of 3 face-on galaxies, up
to ~29 mag/arcsec’ in R band of Pohlen et al. (2002) supported this “double
exponent model”.

Another possibility to describe disk shapes is to use a smooth model
of the convex shape of the disk. Fig.la shows the deep profile of the edge-
on galaxy ESO 189-G12 and the respective edge-on view of its face-on
exponential model, reproduced from the paper of Barteldrees and Dettmar
(1994). The inconsistency between the exponential model in the periphery
of the profile is very large - > 2.5 mag or > 10 times in intensity. A
parabolic fit of the general shape of the profile is also shown in Fig.1a and it
shows that the outer part of the profile is close to parabola. Fig.1b shows the
major axis profiles of the galaxies M 31 and M 33 from the papers of de
Vaucouleurs {1958, 1959a). The outer parts of these profiles are well fitted
by parabolas, too.

After visual analysis of ~ 150 deep major axis profiles of edge-on
galaxies, given in the papers of van der Krnit and Searle (1981ab),
Karachentsev et al (1992), Barteldrees and Dettmar (1994), Pohlen et al.
(2000), we found that 80% of the profiles have parabola-like shapes
(Stanchev et al. 2003). In the other 20% of the cases, the profiles seem to be
approximately exponential, i.e. they are particular cases of parabola.

30



w
furs

Bl
f=1
m
(=
T

R surface brightness
]

S
B purface brightnegs
8

3 A
2 ¥31, M 53 ]
e I I T ' M- A S
-35 3 a6 0 —-126 -¥6 -%b 7% 125
Major exisz [aresec) Major axzes T::rcmjn)

QE?D

Fig. 1 a) Deep major axes profile of the edge-on galaxy ESO 189-
(12 (solid line), the edge-on view of the respective exponential model of
the bright part of the disk (dotted line) (Barteldress & Dettmar 1994) and the
general shape of the profile, modelled by parabola (dashed line); b) - deep
major-axis profiles of galaxies M 31 and M 33 (de Vaucouleurs 1958;
1959b) (solid lines), and their general shapes, modelled by parabolas
(dashed lines).

Let us assume that in the magnitude scale, the edge-on disk profile is
parabola. Therefore, in the intensity scale, the profile must be Gaussian,
However, notice, if the edge-one major-axis disk profile is just Gaussian,
than the respective face-one radial disk profile must be again just Gaussian,
and the radial disk profiles in magnitudes must be the respective parabola.
Obviously, the Gaussian model of the radial face-on profile, which allows
simple presentation of the integral of the total luminosity, is very attractive.
However, the nature of galactic disks seems more complicated and we
introduced flexible modelling of the convex disk profiles, based on the
formula of Sersic (1968) (see Part 2). The possible presence of galactic bar
is not accounted for in this paper.

The goals of the presented work are: (i) to introduce a one-
dimensional decomposition fitting method in the spirit of Kormendy (1977),
but inciuding derivation of optimal Sersic exponential degrees both for the
bulge and the disk, (ii) to apply this method on numerous published profiles
of nearby galaxies, including deriving the fundamental shape and magnitude
parameters and (iii) to give an empiric estimations for the standard errors of
the derived amplitude parameters.

2. The models and the method of decomposition

It is well known that the apparent profiles of an elliptical galaxy or
the bulge of a spiral galaxy may be described by the formula of Sersic
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{1968). The formula may be presented in two ways - in linear scale, i.e. in
intensities I, and in magnitude scale, i.e. in surface brightness, yx:
(1) w=Toexp(-(RH)") or mr=po+ CR"

. The free parameters in (1) are the central intensity I {or the central
brightness pg = -2.5 log Iy}, the scale length H = (1.0857/C)'™) and the
exponential number N, which describes the curvature of the profile. These
parameters may be derived from the observations by the MLS, applying
decomposition techniques. Notice that usually, the exponential number N ig
noted as 1/n, but following Lauberts and Valentijn (1989) we prefer
notation, which are simpler in interpretation of the dependences and
correlations with the participation of log N.

The Sersic formula (1) is able to present various shapes of profiles.
The case N=1/4, which is known as “1/4 Law” of de Vaucoulcurs {1948},
describes the profiles of giant ellipticals. N=1/2 corresponds to the profiles
of big ellipticals or bulges of early type spirals. N=I corresponds to some
ellipticals and bulges of late type galaxies. N=2 corresponds to some dwarf
ellipticals and to some bulges of the very late type galaxies. Generally, the
shape of the bulge changes smoothly with Hubble type of the galaxy
{Andredakis et al. 1995, Graham 2001). Notice also that N=1 represents
just Freeman's {1970) exponential law and N=2 represents just the Gaussian
function.

The model (1} may be completed by higher order terms and named
“second order Sersic formula” (2) and “third order Sersic formula™ {(3):

) Iz =Ip exp(-(RHY R or
Hr = Hop + CiRN +C2R2N

and

() Ir =Ly exp(-(R/H)-(R/H) M- (R/H;Y™) or
i = o + CRY+ CR™M+ RN,

Generalizations {2) and (3) of the Sersic formula include two or

three scale length parameters The connections between the parameters Cy
and Hy have the same form as in case (1}.
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Different shapes of radial profiles of galaxies are presented in Fig.2,
The solid curves that represent different radial shapes of bulges and disks
are modelled by formula (1). The dashed curves that represent disks with
central depression are modelled by formula (2).
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Fig. 2 Examples of models of bulge or disk radial profiles. The solid
lines represent 5 shapes of radial profiles of “normal” bulges or disks,
modelled by the Sersic formula (1) for N=7,7 _, 1,2 and 4, with[g=H =
1. The dashed lines represent 3 shapes of convex disk profiles with central
depression, modelled by the second order Sersic formula (2), with different
parameters. The profiles are presented in arbitrary intensity (a) and
magnitude (b) scales.

The third order Sersic formula (3) is very useful, too. Qur experience
shows that it describes very well the general radial profile of galaxy with
bulge and disk components. The value of N is usually between 0.5 and 1.
Moreover, the inflex point between the bulge and disk, where the shape of
the profile changes from concave to convex type, is usually the natural
dividing point between the bulge and disk parts of the profile, necessary for
the decomposition. We note that the same point, derived by means of the
usual 3-rd order polynomial, corresponding to (3) with N=1, lies usually
rather far from the bulge. Formula (3) may describe also various shapes of
ring-like disks. For example, if C,=0 complies with the formula of
Kormendy (1977) for disk with exponential outer part and sharp inner
truncation,

Having the estimation of the free parameters in (1), the total
intensity I of the object (bulge or the disk) may be derived by integration
along the polar angle and the radius:

an
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4 I=bal2nH] exp(—(g{/H)N)dR

Here b/a is the apparent axial ratio of the object. The total intensity

may be written using the gamma function I' (van der Kruit and Searle
1981ab; Barteldrees and Dettmar 1994):

(5) It = b/a lo 2n /N T(I/N) = b/a Ty 2n H T(1/N+1),

In practice, in the general case, we apply direct numerical integration
of (4).

More details and connections between the system of parameters of
de Vaucouleurs and these in the formula of Sersic (1) are given fee. in the
papers of Ciotti and Bertin (1999), Graham (2001) and the references
therein.

For analysis of 1D profiles, we created an iterative decomposition
procedure like that described by Kormendy (1977), which fits both the
bulge and disk profiles from formula (1). Applying formulae (2) or (3) in
some special cases is also possible. The number of main iterations of the
disk and bulge fitting is usually < 10. In each case of fitting, the optimal
exponential numbers are derived by iterative gradient method. The number
of these “inner” iterations is usually < 50. As a special case of the
procedure, the exponential numbers of the bulge and/or disk models may be
fixed in advance by the user. In the applications presented here, we discuss
only the models with optimal exponential numbers. The total computing
time for one profile with 100-200 points, for computer of the class of
Pentium 1 is up to 2 seconds.

In the case of smooth profile without prominent bar the results of the
decomposition do not depend strongly on the choice of the dividing point. In
these cases, the inflex point of the 3-rd order model (3) may be used
automatically. In more complicated or “noised” cases, we execute the
procedure sometimes, searching for the dividing point that gives the
minimum RMS of the restored profile. Where needed, the decomposition
procedure may remove automatically a few “noised” points close to the
dividing point.

The results of the process in the presented work are the parameters
o, H and N, according to formula (1), both for the bulge and the disk, as
well as the total magnitudes of the bulge, disk and galaxy by formula (4).
The estimation of other parameters is derived, too (see Part 4). We note that
the values of N and H do not depend on the Milky Way extinction, The
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other parameters are estimated in two cases - with and without extinction
correction of the profile.

3. The profiles and their decompositions

The nearby galaxies M 31, M 33, LMC and SMC play fundamental
role in the knowledge about the Universe and the presented decomposition
technique is applied first on their profiles. Additionally, a profile of the
galaxy M 83 and a model of the Milky Way are included for comparison.

The basic parameters of the galaxies, collected from NED and
LEDA, are given on Table 1, as follows: the galaxy name, the Hubble type,
the distance modulus DM, the Milky Way foreground extinction in B-band
Ag, the total apparent B-magnitude By, the total colour index (B-V)r, the
apparent blue diameter at surface brightness level 25 mag/arcsec’ dys, the
apparent axial ratio a/b, the total B-magnitude, corrected for foreground and
internal extinction Boc, the respective colour index (B-V)oc, and the
respective corrected apparent diameter dg .

Table 1. Basic data about the galaxies adopted from data bases NED
and LEDA
Galaxy Type DM Az By (B-Vy d  ab  Bye (B-Vie doc
M3l Sb 2443 046 436 092 1862 302 13124 0.73 195.0°
M33 S¢ 2506 0.18 629 056 66.0' 166 5.73 0.47 67.6°
LMC SBm 1966 0.26 090 051 647.7 1.17  0.351 0.43 676.1°
SMC S$SBm 1841 020 275 045 3715 221 2,21 036 3802
MS83 SBe 2657 029 853 0.66 1417 110 817 0.58 14.8°

Because of the large apparent sizes of the galaxies M31 and M 33,
accurate CCD observations have not been made yet. For this reason, we
have used available data: (i) the equivalent (elliptically averaged) profiles
and the photometry sections along the axes and the direction Ease-West in B
band, published by de Vaucouleurs (1958, 1959b), (if) the equivalent
profiles of M 31 in the U, B, V and R¢ bands of Walterbos and Kennicutt
(1988), and (iii) the photometry sections along the major of M 31 and M33
axis in Gunn r-band of Kent (1987). The data for the central part of M 33 of
de Vaucouleurs {1959b) are completed by the data of Kent (1987) in the
Gunn g-band. We have used the rough relation B =~ g+ 0.6, derived from the
data about the center of M31 of de Vaucouleurs (1958) and Kent (1987).
The profiles of M 83 and the model of the Milky Way are used from the
paper of Freeman (1970). We account for the foreground extinction through
the relations Ay=1.26 Ag, Av:0.77AB, Ar=0.62A and A(G.45A5
(Schlegel et al., 1998).
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The graphs of the decompositions of the profiles of M 31 and M 33
into bulge and disk components are shown in Fig.3-6, The convex shapes of
the disks and their good representation by the Sersic formula (1) can be seen
well. The convex shape is not well enough prominent only in the case of M
33, in Fig.5b, because the used profile of Kent (1987) is obviously not deep

enough.
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Fig. 3 Decomposition of the equivalent profiles of the galaxies M 31
(a) and M 33 (b) by data of de Vaucouleurs {1958, 1959b) in B band. The
solid curves represent the shapes of the bulge, disk and restored profile. The
dashed curves represent the fit of the whole profile with the polynomial (3).
The vertical lines represent the last used point of the bulge and the first used
point of the disk; the points between the vertical lines are not used in the

decomposition.
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Fig. 4 Decomposition of the major axis profiles (dots, solid lines})
and minor axis profile {circles, dashed lines) of the galaxies M 31 and M 33
by data of de Vaucouleurs (1958, 1959b) in B band. See also the caption of

Fig.3.
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Fig. § a) Decomposition of the East-West sections of M 31 (dots,
solid lines) and M 33 (circles, dashed lines) by data of de Vaucouleurs
(1958, 1959b); b) Decomposition of the major {(dots, solid lines} and minor
(circles, dashed lines) axes profiles of the galaxy M 31 by data of Kent
{1987) in r band. For better comparison, the abscissa data of M 33 is
multiplied by factor of 3. See also the caption of F ig.3.
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Fig. 6 Decomposition of the equivalent axis profiles of the galaxy M
31 by data of Walterbos and Kennicutt (1988): a) in B band (dots, solid
lines) and R band (circles, dashed lines); b) in U band (dots, solid lines) and
V band (circles, dashed lines). See also the caption of Fig.3.

The profiles of the LMC and SMC are presented in Fig.7. The disk
parts of these galaxies are almost exponential, even LMC shows concave
disk profile. We note that the LMC is the galaxy with the largest apparent
size on the sky, which is the most difficult for surface photometry at low
brightness levels. In the cases of LMC and SMC, two processings of the
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data are made - with decomposition into bulge and disk, and without, only
by fitting the whole profile by the Sersic formula (1). The results are very
close (see Parts 4 and 5).
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Fig. 7 Decompositions of equivalent profiles of the galaxies LMC
(a) and SMC (b) by data of de Vaucouleurs {1960). The dotted lines show
the fit of data by the Sersic formula (1) without decomposition.

Profiles of the SB galaxy M 83, as well as a model of the mass
density of the Milky Way, published by Freeman (1970) are presented in
Fig.8. The convex shape of the disk parts of the profiles is well represented.
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Fig. 8 Decomposition of the profiles of M 83 (a) and of the Milky
Way model (b), from the graphs published by Freeman (1970).

The decompositions shown in Figs.3-8 are used to derive the shape,
si ¢ and magnitude parameters of the galaxies discussed in Parts 4 and 5.
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4. Results about the shape and size parameters

The results from the decompositions are presented on Table 2, as
follows. RMS is the standard error of the restored profile, N and Ny are the
exponential numbers of the bulge and disk, respectively, o and g4 are the
apparent central brightness of the bulge and disk, Hy is the scale si e of the
disk, log Ha/Hy, is the logarithm of the ratio of the scale si es of the disk and
the bulge, dzs is the estimated diameter of the disk profile at 25 mag/arcsecz,
obtained from the intrinsic profile, dysg is the diameter at the same level,
but obtained after preliminary subtraction of the galactic extinction from the
profile data and source in the referenced paper.

Table 2. Shape and si e parameters of the bulge and the disk
Galaxy Band RMS N, Ny Fog HMoa Hy logHoHy, Dys  Dysy Source

M3l B 011 032 175 1472 21.65 52.8 326 1851 2014 |
M31 U 087 090 166 1931 22,51 59,00 201 1948 2205 2
M31 B 005 064 157 17.95 2207 542 145 2035 2282 2
M3l ¥V 005 068 148 17.15 2096 485 132 2359 2459 2
M31 R 004 044 158 1498 2046 523' 207 2582 2689 2
M3l r 005 041 182 15142 21.16 5377 260 2146 2236 3
M33 B 006 099 136 20.55 21.74 128 114 575 598 4
M33 r 062 093 1.01 1580 2048 &8 108 719 737 3
M31 B 012 052 175 17.13 22,17 538 197 1858 2025 la
M31 B 016 024 130 929 2187 115 487 518 577 1b
M3l B 026 040 196 1481 2221 199 251 642 694 1¢
M33 B 023 073 122 2026 21.55 109 132 564 588 4a
M33 B 017 085 135 2049 21,74 76 092 346 360 4b
M33 B 021 872 2,10 2027 2215 109 109 345 355 4
LMC B 002 116 092 20.84 2148 381.0° 066 5760 6240 5
LMC B 007 - 078 - 2102 5400 - 5760 6300 5d
SMC B 003 110 125 2024 2164 450° 098 2040 2340 5
SMC B G610 - 099 - 2121 31.8% - 2280 2400 5d
M83 B 006 030 150 16,18 2012 26 190 113 1.7 6
Milky Way - 061 178 - - 99kpc 1.68 - - 6

Sources of data: 1 - de Vaucouleurs (1958); 2 — Walterbos and
Kennicutt (1988);

3 - Kent (1987); 4 - de Vaucouleurs (1959b); 5 - de Vaucouleurs
(1960); 6- Freeman (1970). The notations 'a.'b' and ‘¢’ correspond to the
photometry sections along the major axis, minor axis and the direction east-
west in the respective works, the notation 'd' corresponds to parameters,
derived without decomposition, as a result of fit of the whole profile by
means of (1).

Table 2 shows that the standard error (RMS) of the restored
equivalent profiles is small, while the photometry sections of M 31 and M
33 are significantly noised. The errors of the derived photometry parameters
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of galaxies are due mainly to the data incompleteness and/or the errors of
the magnitude scale zero point. For this reason, the theoretical standard
deviations of the parameters, estimated only based on the application of the
MLS, is underestimated, but comparison of the results, obtained from
different data sets may give empiric error estimation,

The values of Ny, pop and log Ho/Hy, depend strongly on the
completeness of the data about the central part of the galaxy and they show
significant differences (see also the discussion of Graham, 2001}. The
estimations of the disk parameters Ny and i« depend mainly on the
deepness of the profiles. In the cases of the most deep profiles — these along
the direction East—West for M 31 and M 33, we derive Ng =2, corresponding
to the Gaussian function. The disk size parameters — Hy, Dss, and Dys have
various estimations, too. In the cases of LMC and SMC, both methods, with
decomposition and with general fit only, show approximately exponential
disks and relatively high central brightness. In the case of the Milky Way,
only the shape parameters Ny, Ng, Hg and log Ha/Hy, are derived.

Table 2 contains numerous estimations of shape and size parameters
about M 31 and M 33 and gives possibilities for estimation of their mean
values and the standard errors. The results are collected in Table 3 where the
notations of the parameters and the sources are the same as in Table 2. In the
greatest number of cases, the average of two estimations, using equivalent
profiles and major axis profiles, is given. For Ny, and pop, suggesting that the
axis ratio of the bulge is just unit, we include in the estimation also the
profiles along the minor axes and the directions East-West, using all data of
de Vaucouleurs (1958, 1959b). The mean values from the data of Walterbos
and Kennicutt (1988) about M 31 are given for comparison.

Table 3. Mean values and errors of the shape and size parameters of

M 31 and M 33
Galaxy Band Ny Nd Haop Hoa Hy log H‘p"Hb Dys Dgs‘o Source
- - +/- - - +- +- +-

M3l B .37 175 1399 2181 533 2862 1854 2020 1
612 G100 332 037 % 0.90 0.3% 02%

M31UBVR trend 1.57 trend trend 535 1,71 trend ftrond 2
- 0.07 - - 8% 0.38 - -

M33 B 082 1.20 2039 2164 118 1,23 570 594 4
013 016 015 013 11% .13 1% 1%

The estimation of the Ny, of a distant galaxy depends strongly on the
resolution, the completeness of the data, etc. In the cases of M31 and M33,
the most nearby spiral galaxies, these effects are not strongly revealed. The
data of Kent (1987) occur also close to the data of de Vaucouleurs (1958)
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{Table 2). The error of the estimation of Ny may be considered < 0.15.
However, the data of Walterbos and Kennicutt (1988) shows well
manifested trend - the value of Ny, decreases from U band toward R band
from 0.9 to 0.4. Obviously, in comparison with the R band, in the U band,
the bulge of M31 seems more truncated, with shape of the equivalent profile
near 1o exponential. Generally, the values of Ny for M31 and M33 on Table
3 (as well as those of M83 and the Milky Way on Table 2) correspond well
to the dependence “log n, — Hubble type” and “log ny — log (D/B)” of
Andredakis et al. (1995) and Graham (2001) {n=1/N and D/B is the disk-to-
bulge luminosity ratio). Here, these values are log (1/N,) =0.43 +/- 30% for
M31 and log (I/Ny)= 0.09 +/- 25% for M33. Generally, the relative error of
the values of log ny, or log Ny may be considered <30%,

Generally, the value of Ny depends on the inclination of the galaxy -
the most convex shapes of the disks are visible in the cases of the edge-on
galaxies (see f.e. Pohlen et al 2000). The value of Ng depends also on the
deepness of the observation. Here the most convex profiles, with Ng = 2, are
visible in the cases of the miost deep observations - along the EW directions
of M 31 and M33 of de Vaucouleurs (1958, 1959b). No significant
dependanse of Ny on the photometry band in Walterboss and Kennicutt
(1988), but their mean value - Ng =1.57 4/~ 0.07 - is lower, then in the data
of de Vaucouleurs (1958) - Ny = 1.75 +/- 0.10. Generally, the error in the
estimation of log Ng may be considered to be <10%.

The central bulge brightness Mo, 18 very poorly defined, especially in
cases of small Ny. Our estimation of py, for M 31 is very uncertain. In the
case of M33, the estimation of Loy seems to be better, within an error of
0.15 mag. The intrinsic values of Mog depend strongly on the inclination
angle of the galaxy and/or position angle of the section. Here, for M31 and
M33 we obtain estimations with different uncertainties. The used material is
not sufficient for good estimation of the error of Upd, but we assume the
error to be <0.3 mag. The error of log Hy/H,, seems to be <30%. Table 4
shows also that the scale length may be estimated within a standard error
<2% and the error of the diameters at low isophote levels is less - ~1%.

3. Results about the total magnitndes

The estimations of the total magnitudes of the bulges, disks, the sum
of bulge plus disk, as well as the D/B ratio, may be derived from the
equivalent profiles only. The respective results are presented on Table 4, as
follows: my, is the limiting surface brightness magnitude of the published
photometry data, my, ,mq and mry are the total magnitudes of the bulge, disk
and the sum of the bulge and disk, estimated by the formula (2), myg, myg
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and mry are the same total magnitudes, but estimated upon extraction of the
respective foreground extinction, and log(D/B)ry is the respective disk-to-
bulge luminosity ratio. The sources of data: the same as with Table 2,

Table 4. Magnitude parameters derived from the equivalent profiles
Galaxy Band m{lim) m, my my my; Mg my log(D/B)y Source

M3l B 268 983 3904 303 937 348 347 236 1
M3l U 262 518 409 3.75 461 3.52 318 044 2
M3l B 260 530 384 358 484 338 312 0358 2
M3l V¥ 246 4,16 296 264 381 260 230 048 2
M31 R 254 482 230 220 452 200 190 10! 2
M3l r 242 655 295 291 659 265 262 157 3
M33 B 258 9.82 597 5%4 964 57% 576 154 4
M33 247 958 534 532 948 533 530 1.66 3
LMC B 258 4776 1.1¢ 115 450 053 (8% 143 5
SMC B 253 654 301 298 634 281 276 142 5
MBI B 238 1197 742 741 1168 7.13 7.12 182 6

Table 4 show that the total magnitudes of the bulges of M 31 and M
33, as well as the respective disk-to-bulge ratios are poorly derived. In the
case of disks, as well of total magnitudes when the contribution of the bulge
is small, the accordance of the results is better. In R-band, the different
deepness of the profiles and different photometry systems for M3 1 make the
total magnitudes much different.

The galaxy M31 has large apparent size and its photometry
investigations are very difficult. Here, we may compare the total magnitudes
and colours from some sources. According the LEDA, the data about M31
are Br = 4.36 mag, (U-B)r = 0.50 and (B-V)r = 0.92. Walterbos and
Kennicutt (1988), applying the “1/4 law model” for the bulge and
exponential model for the disk, derived from their equivalent profiles Br =
5.21 mag, (U-B)r = 0.34 and (B-V)r=0.74. Using the data of Walterbos and
Kennicutt (1988) and decomposing the profiles with optimal polynomial
degrees, we obtain Br =3.58 mag, (U-B)r = 0.17 and (B-V)r = 0.94. The
large differences between total magnitudes and color indexes, derived from
the different data and methods underline again the problem with the
accurate photometry of M31 and M33, Our results in B and R bands are
collected in Table 5, where the notations are the same as in Table 4,
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Table 5. Mean values and errors of the magnitude parameters of

M31 in B and R bands
Galaxy Band m, my mr  mre log(D/B)y Source
+- +- +- +/- +-
M3l B 765 380 376 330 147 i,2
320 007 025 025 126
M3l Rr 568 262 256 22 129 23
.22 046 050 051 040

Based on available data about M31 and M33, we consider the error
of the estimations of the total magnitudes of the disks or the whole galaxies
to be about 0.5 mag.

6. Conclusions

In the presented paper, we present the results about the photometry
parameters of nearby galaxies upon decomposition of their profiles into
bulge and disk components, accounting for the convex shape of the disk
profiles. We should expect that this method does not overestimate the
central disk brightness and that it will provide for more real estimation of
the total disk brightness. Therefore, we must expect a hint of some “scaling
relations” between disk luminosity or size and its shape parameters.
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Fig, 9 Comparison of the disk models of the galaxies. The solid
curves, from left to right, correspond to the galaxies SMC, LMC, M33 and
M31. The model of the Milky Way disk, shifted arbitrarily along the
ordinate axis is shown by dashed curve. The disk of the SB galaxy M83,
modelled not accounting for the presence of bar, is shown by dotted line.

43



The true shapes of the disks of the galaxies, included in the
presented work, are shown in Fig.9. We see that the disks of the giant
galaxies, M31 and the Milky Way, display well manifested convex shapes
{or depressed central brightness), while the disks of the dwarf galaxies SMC
and LMC display almost exponential shapes with high central brightness.
M33 is an expected intermediate case. However, we include M83 to show
that the situation is more complicated. The disk of MS83, having
approximately the size of M33, seems to be very bright and very convex.
The reason may be in the fact, that the profile of the SB galaxy, M83 is
decomposed not accounting for the presence of bar.

Generally, the central brightness and the exponential number of the
disk shape seem to be potential photometric indicators of the galaxy’s
gigantism. This conclusion should be confirmed or rejected based on rich
and uniform number of disk profiles.
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HPEJCTABSIHE HA N3ITBKHAJIUTE PAANAJIHA
ITPOOUJIA HA TAJJAKTHUHHUTE JIUCKOBE
YPE3 ®OPMVYJIATA HA CEPCHK;
T'AJIAKTHKHTE M 31, M 33, LMC, SMC A M 83

I{eeman I'eopzues

Pe3rome

llpenctaBena e uTepaTHBHA eIHOMEPHA JEKOMITO3UIMOHHA
npoleaypa 3a NPOQUIM Ha TATAKTHKM B AyXa Ha Kopmermu (1977 n e
IPHIIONKCHA 32 OIM3KM TalakTHKH, KOMITOHEHTHTE Ha Hampka M AHcKa ce
Mofennpat upes popmynara Ha Cepeuk (1968). CroGonuure apaMeTpH Ha
MOICTIa — LEHTpalHaTa APKOCT, MaIalbHUAT pasMep M ONTHMATHHAT
CKCTIOHCHIIHANCH [I0Ka3aTel — ¢€ NOMYYaBaT Ype3s UTepaTUBHA IPagHeHTHa
nponenypa.  Torannure 3Be3fHN BeNMYMHM Ha IUCKA ¥ OAILKA Ce
TIOMY4aBaT wpe3 4YHCICHC MHTerpupane. MeTOABT € NpwiIokeH 3a
ACKOMIIO3HIMSA Ha 22 my6aukyBaHd Npodmia Ha GNH3KM TAaKTHKH H 3a
OLCHKM Ha TPCUIKUTE HA TEXHMTE IapaMeTpd. Hamepen e HaMek 3a
KOpENAIMA MEXIY AMCKOBHY CKCHOHEHIHANEH NOKa3aTed M UEHTpaTHATA
APKOCT Ha JIHCKa OT €JJHA CTPaHa M TOTANHATA CBETHMOCT HA JHCKA OT
Apyra. JIHCKOBETE HA ONEMATE TanakKTHEY — Miteunmst meT 1 M3 moKasgaT
M3IbKHAIH IPOGHIIA ¢ IOHMKEHa LIEHTPaHA SPKOCT, JOKATO AMCKOBETE HA
FAaKTHKUTE JKy[xeTa — LMC u SMC umaT IouTH eKCIOHeHLMANHH
NpoGUIM C MMKOBe Ha ILeHTpammaTa spkocT. [ajmakTuxara M33 e
MEXIMHEH CIy4ai.
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Abstract

The current state-of-the-art of high-resolution space images enables the
performance of large scale mapping, map updating, monitoring of the Earth cover
and the environment, and other practical, scientific, and defence-related tasks
requiring to determine with great accuracy the mutual position of individual
discrete points {2, 3, 4, 5, 6, 7, 8, 9].Based on a number of studies conducted at
home and abroad [4, 7, 9], it was proven that the space images obtained upon their
processing by the supplier and accordingly, upon their high-precision georeference
and rectification by the user, differ substantially in their precision. This happens
when the user determines the coordinates of the ground-based CPs using GPS
measurements and dedicated software, accounting for the recommendations made
during processing.Based on the designed mathematical model [1, 3, 5], an
algorithm is suggested that may be used to prepare software for processing and
assessment of collected observational material after the Least Square Method
(LSM).

Key words: GPS, georeferenc, rectification, LSM

1. Introduction

In a series of studies [1, 2, 3, 5, 6], a mathematical model for
georeference and rectification of high-resolution space images was
developed. Based on this model, we shall present here an algorithm for
preparation of software intended for processing of space images (scanner
and photo images) and obtaining the coordinates of identified terrain control
points (CPs) on the terrain and on the space image, and rectification of the
geometric deformations.
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Therefore, to ensure that high-resolution space images will
accomplish their nowadays task in large-scale topographic mapping, map
revision, monitoring of the environment, study of the outer space, ecology,
safety, precise monitoring of earth cover changes etc., these images must be
subject to preliminary processing [2,3,4,5,6,7, 9] comprising:

-high-precision coordinate georeference of the images of CPs,
measured by GPS;

-rectification of the images by approximation functions, or by
accounting for the changes in the scale factors along the
scene’s directions and the relief’s configuration;

-using the Earth (reference) ellipsoid as a projection plane;
-accounting for the ellipsoid heights of the CPs;

-precise processing and result assessment after the Least
Square Method (LSM).

The observance of these conditions will provide to obtain ultimate
results with accuracy corresponding to the potentials of these modern space
images.

2. Orientation and stabilization of the space aircraft.

The information which is obtained and used with space images is
diverse with respect to both the elements to be defined and their location in
space and time. For this reason, the coordinate systems in which the SA
clements are determined refer to various space rectangular coordinate
systems, namely:

1. Greenwich Equatorial Geo-Centric Coordinate System -

OX7YZ.

2. Inertial Equatorial Geo-Centric Coordinate System -
OX Y2\

3. Geodetic Rectangular Geo-Centric Coordinate System -
0,X,,Y Ly

4. Satellite-Centric Inertial Coordinate System - j—(x, y,
2l (Fig.1,2).
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Fig. 1 Fig. 2

According to Fig.l we may write the following relation between the
satellite-centric radius-vector o, the geo-centric radius-vector 7,, and the

topo-centric radius-vector R, in coordinate form with respect to the inertial

geo-centric system (1), namely:

X' =X cosa, sind, &y
(L Py =(‘§j 1) =YY", |= p,sine, cosd,|= pyln,l
Z' -7, sind, ¢y
where:
(2) §@2+?}2kj +¢% =1,
Py =X, =X,V +(X, =XV +(Z,- Z,)

ji;j = (X “Y.Z ’)jT- the coordinates of the CP - j in the inertial geo-centric

and &, i are the SA’s rectascence and declination

system

F, = (X WVLZ '),CT - the coordinates of the SA - k in the inertial geo-centric
systent,

Let us assume that the vector 5@-. by the image j on the space

image (Fig.2), of terrain point j in the inertial satellite-centric coordinate
system is expressed as follows:
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X5~ Xko Ey
€) Dy = Vi~ Vi =‘DJ¢} My
2y~ 2y Cy
Dy = \f(x#g —X,)" + (Vg ~ Vi) + (z; -5,)

where;
(x, Y, Z),g. - coordinates of the CP’s image - j on the space image;

(x, y,z)ko - coordinates of the phote’s main point O, obtained by drawing a
perpendicular from the object glass’s back point.
Actually, the main point does not coincide with the origin O of the
coordinate system on the space image {Fig.2).
From expressions (1) and (3), upon adequate solution, we obtain:

4 Py = Py| Ty ZD_F’&;R; Vi~ Ve |=| ¥,
g
é‘k} / Z}g-,-—zko Zj _Zk

Formulae (1)-(4) make it possible to determine the points from the
space image in satellite-centric inertial coordinate system. But the
coordinate georeference of the image must take place in the defined
Greenwich geo-centric coordinate system, in which the satellite-centric
radius-vector has the form:

cos(a, —S,)sind,, Sy| X, - X,
) Py = Pyfsin(ay, - S,)cos Sy | = pylny|=| | ¥, - ¥,
sind,, £y Z,-Z,

S, Is the Greenwich star time, corresponding to the time t, of
receiving the space image. The coordinates of the SA -(X,Y,Z), and the
CP - (X,Y,Z), are in the Greenwich geo-centric coordinate system.

From (4), the following relation may be written:
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Xy — Xy X, -X, X, -X,

© gy |=EE| VX |=mB) Y-, |,
%
Zg =24, 7l z,-Z, Z,-Z,
where:
_ fof
(N my; = —= - scale factor and
P
ay a, a
®) B& =PnT = bl bz b.‘s
¢ G G

The operator P, =P is an orthogonal matrix, performing the

transition from the Greenwich into the satellite-centric geo-centric
coordinate system through the Euler angles (Q, w, i), namely (Fig.1):

©)
a, =coswcosQ —sinwsinQcosi, & =-sinwcosQ—coswsincosi,
a, =coswsinQ +sinwcosQcosi, b, =—sinwsind+ cos wcos2cosi,
a,; =sinwsini, b, = coswsini,

¢, =sinQsini, ¢, = cosL2sini, Cy = COSI
From formula (6), according to formulae (7) and (8), we obtain:

xg = mlaAX, + @AY, + a;AZ, ]+ x, = myN, +x,,
1o Yg = mkj[blAde +b2Aij +b3AZ}g] TV = mi;;ﬁy Ve o

zg =mylc AX,, + O, AY, + ,AZ, |+ 2, =m0, + 2,

where we have:
AX,=X,-X,, AY,=Y -Y, and AZ, =Z,-2,
Xy» Yiy» Zy- coordinates of the images of the CP on the space
image;
Xiwr Yie» Zi, - COOrdinates of the main point of the space image;
X,, Y, Z, - geo-ceniric Greenwich coordinates of the CP from
the Earth’s surface;
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X, Y, Z, - geo-centric Greenwich coordinates of the SA’s
projection centre

%, b, ¢, i=123 - elements of the orthogonal matrix B,
function of the Euler angles Q, w, i

3. Preparation of an Algorithm to Determine the Equations of
the Corrections and Unknown Variables for the Sought Quantities

To solve this problem, we shall start by assuming a number of
settings and requirements, namely:

For each point j of the space image, which appears to be the image
of a CP-j from the Earth’s surface, we have twelve unknown variables,
according to equations (10):

(11) st ;YJ" st Xka ITI;) st Qka Wk) ika xkg: }";w, Z;m
whereas we shall denote their approximate values in the following way:
(12) XJ'O) I,jostO)Xkoa I’}CO’Z}.O)Q,}CO:Wkoaikoaxkoosymoazkgo

Linearizing expressions (10) for each terrain control point ; with

coordinates }z(x ¥ z)rgg- , projected omto the space image, the
corrections equation is obtained:

ds,
R F A
a» 7, =4 B & b,) & [ B,
i,

F, - weighing factor
The quantities Zk,ﬁk,é j,f),m in the corrections equation (10) must
be considered as partial differentials of the coordinates Xgs Vg 253 » Damely :

4 4 =M; 15y § = 9ny2)y, a6 B, _ Ax,3,2),
a(Q’ ke i)kj ) a(X’ Y, Z)k(f) r 6(—7‘:) Vs Z)ko
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whereas B, = —C > the index "k" is differentiation along the coordinates of

the SA, and the index " ;" - differentiation along the coordinates of a CP
from the terrain.

—

Vm:(vx vy vz)ﬁgr; dgk =(dQ dw df)kib;
a7 &, ={dx dY dz)," ; dR, ={(ix dy daz)/;
dii, ={dx dy d2), '

dgk,dﬁ,dﬁ ;»dh,, are the corrections for the approximate values (12) of the
known (10) and unknown variables (11).

For the vector of the free term E@ we have:

h
Yy~ Xy
—_ _ — — o "
(18) Ly =Uy=Uy=|yy =¥y,
L]
ij ij

where:
U W ={x y z);; - the determined values for the coordinates

Xys Vi» 2y after (10),
Jy=( y 2,7 - the measured coordinates from the space
image.

4. Deriving expressions to determine the values 4,,8,,C,

To obtain the private differentials according to expressions (14), (15)
and (16), the following coordinates must be successively differentiated:
X5, ¥gs Z; With respect to the Euler angles (Q, w,i); the space coordinates

of the terrain CP-j with respectto (X ¥ Z )j. , the Greenwich coordinates

of the SA with respect to (X Y Z )k and also with respect to the
coordinate origin of the image (x y z),,.
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4.1. Private differentials for the quantity 4,

According to expression (14), it is not necessary to differentiate the
image coordinates from (10) with respect to (€2, w, i}, accordingly - (9). But

since only the quantities a,, b, ¢,, (i = 1,2,3) are function of the Euler

angles, we must differentiate N, , P, 0, by the expressions:

\ { O, - omyNy) _ AmyE) o ! KmyQy)
0w dQwD),” aQwi), aQwi),  AQwi), AQwi),

(19

4.2. Private differentials for the quantities B, = —C ;

As already mentioned above, to obtain the differentials of the tmage
coordinates (x, y,-z),g; with respect to (X ¥ z), and x v Z)jT, we
must use expressions (10), from which it follows that both the scale

D, — - )
my, =5 according to formula (7), and N, B;, 0, are function of the
Py
Greenwich coordinates. Accounting for this fact, we shall differentiate by
expressions

(20):

g ___WmyNy)  yy  dmB) oz
AX.Y,Z), OX.Y,Z),, &X,7, Dy OXY,Z),, XX, Y, Z)
B 6(m;g§@)

CAXY,Z),,

5. Determination of the elements of the private differentials

during coordinate georeference of space images

5.1. Formulae for the private differentials of the coordinates

(x, y,z),g; with respect to the Buler angles (€2,w,1),

According to expressions (19), in order to obtain the elements of the
differentials of linear equation system (10) with respect to
a, b, c,{i = 1,23}, we must differentiate {9) with respect to the Euler

angles (€2, w,7), , which results in:
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(22)

(23}

X5 oN, Y
0Q, oQ,
Ox - oN,,
bt/ I my i
ow, ow,
Ox ) ON, 2
0, 0L,

Wy Wy
0Q, o,
ay.&} _ 6yk}

= mM,.

ow, | Y|ow,
Py | |y
oI, i,

0z 3@
20, a0,
il =m,, %0,
ow, | |ow,
% | |00
0, i,

= mkj

= mkj

¢, sinw,

bysinQ2,

_CZ
0

c, 8in €2,

5!
0
—c¢yco882,

5.2. Formulae for the private differentials

0 AX,Q,
—a, AY,U.
¢ |AZy,
0 AX,U
0 AY,Q.

= ¢, =i |AZ,,

of the coordinates

(x, y,z),g—,. with respect to (X,Y,Z), ,, at the time of receiving the image ¢,

According to expressions (20), the elements of the private

differentials may be obtained from expressions (10) with respect to the
Greenwich coordinates of the SA - (X Y, Z )k( » at the time of exposure of

the space image #, , namely:
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N r 7
=tm M AXy +AY, +AZ,) Fla, +a, +
(X7, Z)K(J) K(J) [,Ozx; ( K7 7} .U) (‘11 a, as) J

0 Yy {—I;—KL(AXM+AYK;+AZK;)T ?(b] +bz+b3)'r]
P K

=+m,
XY Z e KiJ)

azKU) Q" _ ]
5 (X7, Doy =tmg pzjr (AXK; + AY,, +AZ‘U)T ¥ (cl +c, -}-(:3)

In expressions (24), for the indexes k and j we have accordingly k =
L,2,..9andj=1,2,...9.

For the matrix C , the values are the same, but the signs change, i.e.,
“+” becomes “-“ and “-“ becomes “+”, In the above expressions, we have
assumed that Ax ., Ay -, Az 5 are equal to:

ai? Vo

@) X =% = RNy = vy = i Az = 25 - 2,

The values of these quantities are determined from (14), i.e., these
are the calculated coordinates of the images of the CPs.
The scale factor m,; is determined from formula (10} for all terrain CP and

their respective images on the space image.

5.3. Expression to determine the private differentials {x, y,z)l,q-, with

respect to (x, y,2),,
According to expression (16) and linear equation system (10}, and
taking into account that according to equation (10), in determining m,; the

distance Dy, from the image is used, formula (3), which is function of the

coordinates of the main point x,,,,,,z,, of the image O assumes the form:

(xkjgzxko)z 0 0
Vi = Yio)
D, = 0 L 0
o D ?
0 0 (";gl —2,)
D,
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The essential thing here is that the scale coefficient m,,is calculated

for each terrain CP, thereby providing us with the image deformation

between each particular image point and the origin of the coordinate system.
The vector equation for the corrections (13) and the obtained values

for the private differentials based on expressions (21)-(24) make it possible

to present the corrections of the sought quantities and the corrections for the

unknown variables in the following form:

(26)

Vig= A&+ Adar+ Adi+ KdX, +K, dY +KdZ +JdX, +J,dY, +JdZ +d,+1,,.

@n

Vig=BAW Bdw+Bdi+KdX +KdY, +KdZ, +J dX, +JdY, + S, +dyo+ly,
(28)

Vag = CdQ+Cydaor+ Cydt + KX, + K dY, +KodZ, +J,dX, +J,dY, +JdZ, +dz, +1y,

6. Calculation algorithm for the coordinates’ georeference after
the suggested mathematical model

Introduction of input data

Xja);-,stXKaYKaZKagksa)katkﬁxkoﬂka’sz
¥

Calculation of guantities
1
AXjk =Xj ~ X Aij :Yj — Aij =Zj.—Zk;

Axyo =Xy —Xeos AVj =Yg = Vior AZj5 = 2y — Zyo3

Py = (X, =X, +(Y, - Y,)* +(Z,~ Z,)?

=
I
Dy, = '\/(xkj —x,)" + Dy~ yu) 2y — 2,0 | |
I
I
I

56



4, =coswcosQ2—sinwsinQcosi, b =-sinwcosQ — coswsin {2 cosi,
a, =coswsin d +sinwecosQceosi, b, =—sin wsin 3+ cos weosQcosi,
4, = sinwsini, by = coswsini,

¢ =sinQsini, ¢, =cosfdsini,  ¢;=cosi, —c,=sinj,

L
y = @Ky + ,AY, + aAZ,,
By =bAX, +b,AY, +bAZ,
Oy =cAX,; +c,AY, + GAZ,
¥

Calculation
corrections equation (26) — (28)
and factors equation (21) — (24)
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AJI'OPUTHM 3A BUCOKOTOYHO
IIPUBBP3BAHE U PEKTU®HUKAILINS
HA KOCMHYECKH U30BPAXEHHUSA
C BUCOKA PA3/IEJIMTEJIHA Bb3MOXHOCT

Huxona Ieopeues
Pestome

CerallHOTO CBCTOSIHHE Ha KOCMHMYSCKMTE H300PLKEHUS ¢ BUCOKA
pasfgenuTenna crocoOHOCT, AapaT pealiHa BB3IMOXKHOCT 38 €ApOMAIabHo
KApTHpaHe, OOHOBIEGHHE Ha CBINECTBYBALUM KapTH, MOHMTODHHI Ha
3€MHOTO IIOKPHTHE M OKPBKaBaIllaTa CPEAa M APYTH IPAKTHYHH, HAYYHH K
OTOPaHHTE/HE IEAH, TIPU KOHTO € HEeOOXOAMMO Ja €& TIOCTHTAT BHCOKH
TOYHOCTH TIPH OIPEAEIAHC B3aHMHOTO DPa3NONOKCHHE MEXKIAY OTASIHHN
AUCKPETHH Touky. {2,3,4,5,6,7,8,9]

Ha 0azara Ha MHOTOTO H3CIe/[BaHUA Y Hac u B 4yxbuHa [4,7,9] ce
HOKa3a, 4e Pe3YNTATHTE OT 06paboTKaTa Ha KOCMHYECKUTE H30GPaKeHHA OT
JOCTaBYMKE M IOA3BATENS, C€ Pa3IMYaABaT YYBCTBUTEIHO II0 TOUHOCT IIPH
NPUBEP3BAHETO ¥ PEKTHGUKANMATA Ha H300pakeHuaTa. TOBA ce IOTydaBa
KOraTo MOA3BaTend olpeAens kooppauHature Ha 3emuure OT ¢ GPS
H3MEPBaHMS M CHOTBETHO B3CME II0J] BHUMAHHE HANPaBEHHTE MpPEIOPHKH
npu obpaboTkara,

Ha ocmopaTa Ha cb3gajeHus MaTeMaTHueckw mogena [1,3,5] ce
paspaboTH aNropuTEM MO KOHTO ce u3roTea cobTyep 3a ofpaboTka u
OllHKAa Ha NOIyYeHMA HabmopaaTeleH MaTepual II0 MeToAa Ha Hai-
MaIkuTe KBagpatd {(MHMK).
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EARTH MAPPING — AERIAL OR SATELLITE
IMAGERY COMPARATIVE ANALYSIS

Svetlin Fotev, Dimitar Jordanov, Hristo Lukarski

Space Research Institute, Bulgarian Academy of Sciences

Abstract

Nowadays, solving the tasks for revision of existing map products and
creation of new maps requires making a choice of the land cover image source. The
issue of the effectiveness and cost of the usage of aerial mapping systems versus the
efficiency and cost of very-high resolution satellite imagery is topical {1, 2, 3, 4].
The price of any remotely sensed image depends on the product (panchromatic or
multispectral), resolution, processing level, scale, urgency of task and on whether
the needed image is available in the archive or has to be requested. The purpose of
the present work is
* 10 make a comparative analysis between the two approaches for mapping the
Earth having in mind two parameters: quality and cost.
® lo suggest an approach for selection of the map information sources — airplane-
based or spacecraft-based imaging systems with very-high spatial resolution,
Two cases are considered: area that equals approximately one satellite scene and
area that equals approximately the territory of Bulgaria.

1. Introduction and purpose of the research

Launching into orbit the new generation of commercial satellite
systems like IKONOS-2, EROS Al, SPOT 5, QuickBird and OrbView-3,
opened a new era into Earth observation from open space. The optic sensors
of these systems made it possible to combine very high-resolution (VHR)
abilities with reduced revisit time. On the other hand, their navigation
systems, GPS, gyro platforms and star trackers provide for precise
geometrical modelling of the image assessment system. This allows
extracting of geoproduct from raw data without using ground control points
(GCP). This is possible at limited precision of the georectification. For
example, the precision of the Standard product without GCP and 3D relief
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model for IKONOS is 50 CE90 + 25 m RMS [7]. Table 1 contains the basic
parameters of the currently active commercial satellites with VHR. It can be
seen that the revisit time is between 1.5 and 5 days.
Now, the issue of the effectiveness and cost of the usage of aerial mapping
systems versus the effectiveness and cost of VHR satellite imagery is topical.
The price of any remotely sensed image depends on the product, resolution,
processing level, scale, urgency of task, and on whether the needed image is
available in the archive or has to be requested.
The aim of the present work is to make a comparative analysis between these
two approaches for mapping the Earth having in mind two parameters:
quality and cost. Two cases will be considered:

¢ Area that equals approximately to one satellite scene;

» Area that equals approximately to the territory of Bulgaria

2. Very High Resolution Satellite Imagery (VHRSI): products
and prices

The prices of the satellite imagery we are received from the price lists
of the distributor companies. As data for the analysis, we will use the prices
of VHRSI for the four of the five commercial satellites {OrbView-3, of
ORBIMAGE does not offer price list up to now). The data is presented on
Table 2. The whole set of products offered by the companies is not presented
on the table. Only two products are shown - radiometrically corrected and
orthorectified. Table 3 presents the prices for one scene and the estimated
price for scenes covering the whole tetritory of Bulgaria (~ 111,000 km?).
The “losses” from scenes recovering will be compensated by price discounts
for quantity. More information is available in the web sites [7, 8, 9, 10].
On Table 2 and Table 3, the type of the product is shown with its original
name from the price lists as follow:
For IKONOS [7]:
* Geo Ortho Kit —raw image that includes the camera geometry obtained at
the time of image collection;
® Precision — the most positionally-accurate product, provides the spatial
accuracy necessary for most urban planning applications, as well as cadastral
and infrastructure mapping requirements (4.1 m CE90 £1.9 m RMSE, require
customer supplied GCPs and DEM);
® Precision Plus — the same as above (2.0 m CE90 + 0.9 m RMSE, require
customer supplied GCPs and DEM),
For EROS Al [8]:
® Archive —product from archive
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¢ New — product with coordinates and time required by the client

For QuickBird [9]:

® Basic Imagery — same as with the product Geo Ortho Kit of Space
Imaging;

¢ Standard Imagery — radiometric, sensor and geometric correction, map
projection with accuracy 23 m CE90 +14 m RMSE;

»  Orthorectified Imagery ~ same as above, but map projection accuracy is
12.7 m CES0 £7.7 m RMSE, require customer supplied GCPs and DEM.

For SPOT-5 [107]:

® Level 14 —radiometric correction only;

¢ . Level 3 - orthorectified, requires customer supplied GCPs and DEM.

3. Aerial Imagery: products and prices
We review aerial imaging systems from the type Wild RCI0 and

Zaiss RMK-TOP, The finest spatial resolution of the processed negative film
is around 40 line pairs per mm (40 Ip/mmj). At scale 1:40,000, the finest
resolution of 11 pl/mm on the film is equivalent to 1 m in terrain ground
resolution. With the newer types of aerial cameras, such as Leica RC30 and
Zaiss RMK-TOP, equipped with forward motion compensation {(finc} and
gyro-controlled mounts, and utilising fine-grained fitm emulsions, the image
resolution is 60 Ip/mm. At scale]:60,000, the finest resolution on the film is
again equivalent to a ground resolution of 1 m. It is important to note that for
the newest commercial VHRSI the spatial resolution of Im is equivalent to 2
m in terms of their actual ground resolution. In this context, the Kell factor
gives the relationship that 1 line pair (Ip) is roughly equivalent to 2 pixels [5].
The following international standard rates can be used to assess the cost of
the digital photogrammetric mapping [2]:
Aerial photography — 4,000 $ mobilization + 10 $ per image
Scamning of photos — 15 § per image
Aerial triangulation — 25 $ per image
Digital elevation model — 120 $ per image
Digital orthophoto — 30 $ per image
Mosaicking — 20 § per image
The following strategy will be used for the price analysis (Figure 1),[11]:
1} At scale 1:40,000, the standard aerial photos sized 23x23 cm cover an

area of 9.2x9.2 km and, at scale 1:60,000 - area of 13.8x13.8 km.
2) The photos are usually flown with overlap as follows:

® Longitudinal — 60% ;

e Lateral — 30%.
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4)
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6)
7

8)
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The neat area decreases by 72%, i.e. 0.40x0.70 = 0.28. At scale 1:40,000,
the effective area is 23.6992 km? and, at scale 1:60,000 - 53.3232 km”.
Longitude sampling:

40000 = 0-4 9.2 km = 3.68 km

Ay 0000 = 0.4-13.8 km = 5.52 km

Latitude sampling, b=0.7x 9.2 km =6.44 km /0.7 x 13.8 km = 9.66 km
Braocoos =0.7-9.2 km = 6.44 km

blécom = 0.7 * 13.8 m = 9.66 km

Aerial span length (for one fuel charging), L.=2,000 km,

Turnover, R~50 km [12].

For rough cost estimation of the area equalling approximately to one
satellite scene we will use the square:

AxB=11kmx11km

for IKONOS-2, EROS Al, QuickBird and

A xB=60kmx 60 km

for SPOT-5.

For the territory of Bulgaria we will approximate using the square:

A x B=430km x 255 km.

30%

A\




7/ /

h

/ 7
¥ ' | /
Ly

Fig. 1 Simplified model for fly all over the territory of Bulgaria — cost
assessment

9) The number of the photos in one-track a;:
n, =int{4/a}
10) The number of the tracks N:
N =int{B/b}
11) The number of the tracks for one take-off N;:
N, =int{L/(A+R)}
12} The number of the photos »:
n=n-N
13} The number of the take-offs A
M =N/N,
14} Expenses for mobilizations C,:
C, =M -4000%
15) Expenses for photo processing until photogrammetric processing C; -

they arc determined by the total number of photos, the price of one photo
and the price of scanning:

C=n(C,+C

image scanning of phoios )

16) Finally we can write down for the expenses on airplane and photos until
photometric processing C,q,:
Craw = Ca + Ci
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17} The value of airplane triangulation and the mosaicing:
Cp=n{C, + Ciatortrophors T Crmosaicking )

Note, int{...} - denotes rounding to the next integer number
The results from the analysis are presented on Table 4, We can note that:

¢ The price of aerial images depends mainly on the territory of the
analyzed area. The price for analysis organization and implementation for
areas between 100 and 500 km? is times more than the one for areas over
3,000 km”.

¢ The time and the expenses related to converting the photos into
digital type are also of importance. While for a territory of 121 km? their
number is around 6, for a territory of 3,600 km? it is 170 and for the territory
of the country — 4,800 photos.

® The time for choosing GCP, georectification and mosaicing of the
different photos should also be taken into consideration.

erial triangulation

4. Compatible analysis and conclusions

Taking into consideration the results presented on Tables 2, 3, 4, we
shall make a compatible assessment between aerial images and VHRSI
aiming at large scale mapping. While comparing costs, we shall use the price
of different analyzed areas that equal 1 km® ‘We shall compare digital raw
images (Table 5) and images that are georeferenced with defined precision
(Table 6).
Conclusions relating to area-price factors:

e When the area that has to be photoed and analyzed equals one or
several satellite scenes, it is better in terms of price to use satellites,

e When the area that has to be photoed and analyzed is times more than
one or several satellite scenes, it is better in terms of price to use aerial
imagery. At the same time, it is necessary to take into account the deadlines
for fulfilling the task versus the volume of work into man months.,

o The cost of the geoproduct from SPOT-5 satellite with pixel 2.5 m is
comparable to the one of aerial imagery even for areas over 50,000 km?;

e I{ is important to make very careful analysis of the necessary special
resolution of the imagery that will be used. Tables 6 and 7 show that a
change-over in special resolution from ~ {0.61— 1) m to 1.8 m reduces the
cost price 4-5 times and from ~ (0.61-1) mto 2.5 m - 9-10 times;
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e The price of the product will increase 5-6 times to receive a
georeferenced product with precision compatible with the pixel of the raw
image. At the same time, it is necessary to present to the client the CGP and
the 3D model of the relief.

Conclusions relating to time for execution factor:

® Thanks to the precise navigation systems, the new generation
satellites allow obtaining rectified-to-a-datum and map-projected product
ready for integration in GIS. The accuracy is much less than the pixel size of
the scanning system, but for map scales like 1:50,000 it is completely
satisfying [8]. This product could be obtained within less than 48 hours,

* Apart from the panchromatic channel, the new generation satellites
have several multispectral channels with lower special resolution. Data
fusion techniques allow express change detection and estimation of the land
cover;

* To obtain the image throughout the territory of interest, aerial photos
need in addition digital scanning, triangulation and mosaicing (overlapping -
longitudinal — 60%, lateral — 30%); in relation with this, the processing of
large number of aerial photos requires greater operation time and human
resources.,

Appendix
Tabnuya 1. Satellites and Sensors — very-high resolution satellite imagery
Satellite Company Sensor Pixel size, FOV Hems iens
Country m along/across | Revisit time,
Launching swatch, km | days
Space Imaging Pan/MSI 0.82'/1 pan
IKONOS-2 | EOSAT, USA (13816/3454) 3.2%4 sp +45"£45° 680
24.09.1999 Pushbroom,11 bit 11 29(1m )
=10000mm 1.5 {1.5m)
ImageSat  Internat, | Pan 1.8 pan
EROS Al N.V. Cyprus/Israel (7600) +50%+50° 480
05.12.2000 Pushbroom 135 3
Earth Watch Pan/MS1 (.61 pan
QuickBird | USA (27000/6700) 244sp +30%+30° 450
18.10.2001 Pushbroom.11 bit 16.5 1-3.5
ORBIMAGE Pan/MSI 1 pan
OrbView-3 | USA (8000/2000) 4sp 50%450° 47043
26.06.2003 Pushbroom, B
SPOTIMAGE HRVIR 2.5, 5, 10, +20%227 822
SPOT-5 France (12000/6000) 20 60-120 24 nadiv/s
02.05.2002 Pushbroom,

65




Tabnuya 2. Price list - IKONOS-2, EROS Al, QuickBird and SPOT-5,
at 20, Jan 2004, [8,9,10,11].
The prices are based on an area of 1 km’.

Product, IKONOS -2 EROS Al
USD"V/km, 1m 1.8 m
B&W All B&W All
Radiometrie 21.50 24.75 5.00 N/A
correction Geo Ortho Geo Archive
Kit Ortho 8.25
Kit New
Radiometric 100 110
correction & Precision | Precision N/A N/A
Georectified 120 125
Precision | Precision
Plus Plus
Product, QuickBird SPOT-5
USD '/km, 0.61 m 2.5m
B&W All B&W All
Radiometri 22.50 30.00 1.875 N/A
¢ correction Basic Basic Level 1A
Imagery Imagery 21572
23m CE90 23m Level 1A
+14 RMSE CE90)
+14
RMSE
Radiometri 90 117 2.125
¢ correction Ortho Ortho Level 3 N/A
& Imagery Imagery 2.40™
Georectifie 12.7m 12.7m Level 3
d CE90 CES%0
+7.7 RMSE +7.7
RMSE

"I _The prices for SPOT - in USD (rate of exchange at 20.01.2004
EURQO/USD - 1.25)

2_ require additional satellite programming = 390038

B&W — panchromatic

All — panchromatic + all multispectral
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Table 3. Approximate prices for VHRSI (0.61 -2.5 m),

corrected, georectified.,
The prices are based on the territory of Bulgaria

radiometricalty

Based on an area of IKONOS — 2™ EROS Al
111000 km? 1m 1.8 m
B&W All B&W All
Raw product, 2600 3540 910 N/A
per scene Geo Ortho Kit Geo Ortho Archive
Kit 1500
New
Raw product, 2 386500 3 246750 555 000 N/A
all territory Geo Ortho Kit Geo Ortho Archive
Kit 915 750
New
Rectified 12100 13310 N/A N/A
per scene Precision Precision
14520 15125
Precision Plus Precision
Plus
Rectified 11 100000 11 655000 N/A N/A
all territory Precision Precision
13 320000 13 875000
Precision Plus Precision
Plus
Based on an area QuickBird™ SPOT-5
of 0.61 m 2.5m
111000 km?
B&W All B&W All
Raw product, 6120 Standard 8160 Standard 6 750 Level 1A N/A
per scene Imagery Imagery 7 750 Level 3
23m CE9) 23m CE90
+14 RMSE +14 RMSE
Raw product, 2 500 000 Standard 3330500 208 000 Level N/A
all territory Imagery Standard Imagery 1A
23m CE9D 23m CE90 240 900 Level
+]4 RMSE +14 RMSE 3
Rectified 24 000 Standard 32 000 Standard 7 700 Level 1A N/A
per scene Imagery Imagery 8 700
12.7m CE90 12.7m CE90 Level 3
+7.7 RMSE £7.7 RMSE
Rectified 9 990000 Standard 12 987000 236 000 Level N/A
all territory Imagery Standard Imagery 1A
12.7m CE90 12.7m CE90 266 000 Level
+7.7 RMSE +7.7 RMSE 3
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Table 4. Rough estimation of an aerial photos price - GIS compatible

data.
Photo 1:40000 Photo 1:60 006
9.2 km x 9.2 km 13.8kmx 138 km
1m 1m
Parameters 121 3600 111 000 121 3600 111 000
km® km? km' km? km® km®
Photos per track, », 3 17 117 2 11 78
Nomber of the track, ¥ 2 14 41 2 7 27
The number of the tracks 34 19 4 kI 19 4
for one takeoff, N;
Total number of the 6 170 4680 4 77 2406
phetos,
The number of takeoff, 3/ 1 1 10} 1 1 7
Airplane mobilization, C,, 4000 4000 44000 4000 4000 25 000
$
Price of the photos , Cs § 150 4250 117 000 100 1925 52 650
Raw data price 4150 8250 157 000 4100 5925 80 650
Craw =Cr +Cun § 34.20/km® | 2.30/km’ L4Vkm® | 34.20/km® | 1.65/km® | 0.75/km?
Processing Triang + 450 4250 351 000 300 5775 158 000
price, Conee , | Mosaic 370/km® | 1.20/km’ 3.20/km? 250&m’ | 1.60km® | 1.40/km’
$ T30 20 400 562 008 430 5240 252 000
DEM 5.60km® | 5.70km* 5.10/km’ 4.00/km’ | 260/km® | 2.30/km’
C I3[, +T'riang + ~ 4 600 ~ 12 500 ~ 510000 ~ 4 400 ~11 700 ~
Mosaic 38.00/km? | 3.50/km® | 4.60/km® | 36.40km? | 3.25/km® | 240000
~5 320 ~32 901 ~1 072000 | ~4880 ~20940 | 2.15/kn®
C13l, +DEM 44.00/&km? | 9.10/km’ 9.70/km’® | 40.30/km® | 5.80/&m’ ~
492 001
C [$/km’], Raw 4.45/km’
C [$/km?[, +Triang + 34.30 2.30 1.40 33.90 1.65 .70
Musaic 38.00 3.50 5.60 36.40 3.25 2.20
Ci [$/km?], +DEM 44.00 9.10 9.70 40.30 5.80 4.45
Table 5. Comparison cost assessment between aerial photos and

VHRSI, raw digital data.
The prices are based on tested area of 121 km? , 3600 km? , 111 000 km?

reduced to 1 km®.

ITpomyxT Huxecen 121 km® 3600 km” 111000 km®
Aerial photo 9.2x9.2 km Im 34.20 2.30 1.40
1:40 000
Agrial photo 13.8x 138 km im 34.15 1.65 0.75
1:60 000
TIKONOS -2 B&W Im 22,50 22.50 22.50
EROS A1 - B&W 1.8m 5.00f8.25 5.00/8.25 5.00/8.25
Archive/New
QuickBird B&W 0.6 m 22.00 22,00 22,00
SPOT-5— B&W 35m 1.90 /870 + 190/ 1,10+ 1.90/2.20
Archive/New 2.107 2.20
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Table 6. Comparison cost assessment between aerial photos and
VHRSI, rectification, mosaicing, DEM.

Prices are based on tested area of 121 km’ , 3600 km® , 111 000 km?,
reduced to 1 km>.

Nipogykr Inxecen  Touwmocr 121 km?® 3600 km’ 11101210
km
Aerial photo 9.2x 92 kmn Im Im 38.00 150 5.60
1:40 000
Aerial photo 138x 138 Im im 36.40 3.25 2.15
km
1:60 600
IKONOS -2 B&EW Im 4,1lm 100.00 10000 106,00
Precision CE%) 120.00 120.00 120,00
&Precision Plus 20m
CESi)
EROS Al B&wW 18m N/A N/A NiA NiA
QuickBird B&W .61 m 230 m 22,50 22.50 22.50
Standard Imagery CE9) 90,00 $0.00 90.00
127 m '
CES
SPOT-5 — Archive B&W 2.5m 5m 2.10 2.10 .10
Level 3
SPOT-5 — New B&W 2.5m Sm 870 + L10 + 2,40 2.40
Level 3 2.40"

T The price increases as a result of satellite programming — 39008,
Sum total normalizes to the area (121 km? - to 450 km*— 1/8 scene,
minimum required area)
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KAPTHPAHE HA 3EMHATA ITIOBBPXHOCT - AEPO-
HJIA CATEJIMTHHM H30BPAXKEHUSI CPABHUTEJIEH
AHAJINA3

Caemnun domes, Jumumvp Hopoanos, Xpucmo Jiyxapexy
Pesrome

bop3uTe IpoMeHH B 3200MKNAIIATA HM CPE/ia M HABIM3AHETO HA HOBHMTE
TEXHOJOIHY HaMald H3KIIOYUTENHO BPEMEBHA MHTEPBAN 33 aKTYAIM3UpaHe
Ha CBIIECTBYBAIATE KapTH — TONOrpadCKH, TEMATHYHM M JAPYTH.
AXTyau3aluiaTa Ha KapTHaTa HHGOPMALHS B MOMEHTA € €IHWH OT IIIABHUTES
npobiemu Ha Kaprorpagusara s ceeroBeH Mamab [1,2,3,4]. Ocobeno
,AKTyaileH B T43H Bpb3Ka CTaBa BhIIpoca 32 ehekTuBHOCTTA B cebecToRHOCTTa
Ha M3MOJI3BAHUTE 33 Ta3H el acpo- /UM caTeNnnuTHH u3obpaxeHus. IleHara
Ha BCAKO M300paeHMe Ha 3eMHATa [OBLPXHOCT, MONY4EHO dpe3
AMCTAHIMOHHM METO[H, 3aBHCH OT CIICKTPalHUA THII Ha TPOXYKTA,
OpOCTPAHCTREHATa pas3jeluTenHa cnocoBHOCT, HUBOTO Ha oOpaboTka,
Mamaba, CpoOKOBeTe 3a peluaBaHe Ha 3afadaTa M, [ad¥ MCKAHOTO
H306paKEeHNe NPUCHCTBA B apXUBA WM TembpBa Tpahna ga 6hie NoIy4eHo.
Ilesrtra Ha ipeAcTaBenaTa paboTa e

* Jla HalpaBU CPABHUTENCH aHANN3 MEKIY Te3M JBa MOAXOAa 32
KapTapaHe Ha 3eMHaTa NOBLPXHOCT, B3CMaHKU [Ipes BHA JBa IIapaMeThpa —
Ka4eCTBO U [CHA;

e a IPSANOXKH NOAXOA 3a Hu300p Ha HM3TOUHMKA Ha KapTHa
HHQOPMANHS — a€po- WK CATESIUTHO M300PAKEHHE - B 33BUCHMOCT OT THIIA
Ha pelllaBaHaTa 3a/1a49a.

Pasrinenanu ca npa cioydast: TUIOHI, CHU3MEPHMA ¢ IUTOLITA HA €HA
WM HAKOJIKO CAaTeNMTHH CUEHH M IUIOII, CHH3MEpHMa ¢ TEPUTOPHATA Ha
Brarapus.
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Abstract

The frequency-contrast characteristics is an important criterion to judge
the quality of electronic-optic systems, which boast an increasing application in
space research, astronomy, martial art etc. The paper provides a brief description
of the methods for determining the frequency-contrast characteristics of optic
systems, developed at the Space Research Institute of the Bulgarian Academy of
Sciences. The suggested methods have been used to develop a couple of electronic-
oplic systems participated in the designed grournd-based and aerospace scientific-
research equipment. Based on the obtained practical results, the conclusion was
made that the methods provide to obtain sufficiently precise data, which coincide
well with the results, obtained when using other methods.

Electronic-optic systems boast an increasing application in space

rescarch, astronomy, physics etc. [1, 2, 3]. They are used not only as
amplifiers and converters of UV and IR emissions, for registration of
continuous signals, but also as autonomous image receivers, inclusive for
the purpose of determining the coordinates of remote subjects,
An important evaluation criterion for the quality of electronic-optic systems
is the measured value of the frequency-contrast characteristics (FCC) [4, 3].
The well-known and most widely used methods to determine the FCC are
based on using the Mira tables with sine contrast change and mechanical
scanning of the generated image [6].

The paper provides a description of suggested methods for
determination of the FCC of clectronic-optic systems that has been
developed at the Space Research Institute of the Bulgarian Academy of
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Sciences in relation with the ongoing work on the developed electronic-
optic systems for ground-based aerospace research apparata.

The image from the stroke Mira is projected by the object-glass onto
the photocathode of the electronic-optic converter (EOC). Then, from the
screen of the EOC, the image is scanned perpendicularly to the strokes and,
through a photo-electronic multiplier (PEM), in photon-counting mode; the
illumination brightness of the EOC’s screen at some particular point
(coinciding with the screen radius) of the Mira table image along the
scanning axis is recorded.

Using a set of Mira touch tables of various spatial frequency v, the
contrast K(v} may be calculated:

L. —L.

) K(U)= max mie

Lmax + Lmin

where L. and L, are accordingly the maximal and minimal brightness
of the Mira touch image.

The FCC is determined by the expression [7, 8]
2) Flo)= i[K(u)- K{(3v)+K(50)] .
X

Formula {2) makes it possible to determine theoretically the FCC.,

In the present contribution, using Universal Night Vision Device
Verification .Equipment (UNVDVE) [6], scanning the image from a single
slit of width 2t, the amplitude corresponding to N touches from the Mira
table has been recorded.

The FCC of an image representing a set of N touches of a slit of width 2 will
be:

3) F(v) = sin 2mutN

2n0tN
The analysis of (3} reveals that, when the number of touches in the Mira

table is increased, the expression tends to zero; therefore, it is expedient to
operate with a single slit. Moreover, at:
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I
4) u—>—2—tF(u)—>0 :

Consequently, to expand the measured area of v, 2t should be reduced.
Using the a.m. equipment [6] and the suggested formulae, the FCC of
electronic-optic systems with a micro-channel plate (MCP) has been
measured. When the size of the used Mira is commensurable with the
diameter d of the MCP plate, the contrast of its image depends on the
position with respect to the center of the MCP channel, whereas at
coincidence with insensitive boundary between channels it is minimal, and
at coincidence with the center it is maximal.

The determination of the FCC is reduced to measurement of the FCC
of the overall system

) ' F(u) = F, ()., ()., (v) ,

where:  F,(0) —the FCC of the object glass;
E,(v) —the FCC of the EOC with MCP;
F;{(v) —the FCC of the eye-lens of the electronic-optic system.

The most essential and precise moment here is to determine the
F,(v}, accounting that F(v) and E(v) featurc higher resolution, i.e. higher

FCC. The measurement time of the FCC of the EOC with MCP with spatial
frequency of 2 to 22 double lines per mm is 5 min.

The results from the measurement of the FCC are shown in Fig. 1, Fig. 2
and Fig. 3,

A major factor determining the FCC is the system’s focusing
property. As a result of the insignificant dissipation by direction and energy
of the outgoing electrons from the MCP channels, a point at the MCP’s
input is pictured on the EGC’s screen as a circle.

Apart from this, the FCC is influenced by system noises, mostly
spatial ones. Temporary noises are caused by the fluctuations of the
recorded emission and by the channels’ amplification factor. They are
manifested when weak signals are recorded and they deteriorate the
resolution of the electronic-optic system.

Spatial noises are caused mostly by dissipation depending on the
diameter of the MCPs and accordingly, the amplification factor K,
depending on the ratio between the channel length I and diameter d.
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The dependence of the FCC of an electronic-optic system with MCP
on the voltage of the MCP is shown in Fig.1. It can be seen from the shown
curves that when increasing the electric voltage u, the system’s FCC
gradually deteriorates. This can be atfributed to the increase of the
dissipation by direction and energy of the outgoing electrons from the MCP
channels.

The dependence of the FCC on the potential difference applied
between the MCP and the cathode-luminescence screen is shown in Fig.2.
Increasing the voltage up to a certain value enhancing the focusing
properties of the clectrostatic lens and contributes to a more contrast image
of the Mira table touches on the cathode-luminescence screen, whereas the
FCCC increases as well.

In Fig. 3, the FCC of an EOC with MCP depending on the diameter
d of the MCP channel is shown. The measurements were performed by an
EOC with MCP with channel diameter d of 8 um, 10 pm, 12 pum, 20 pm and
40 pm, Because there is no EOC with MCP with d = 6,4 um, no such study
was performed. Comparing curves 2, 3, 4 and 5, it may be seen that, when
the MCP channel diameter is increased, the FCC deteriorates as a result of
lowering the FCC of the individual channel [9].

Finally, based on the obtained results it may be concluded that the
suggested method provides to obtain data with sufficient reproducibility and
precision, coinciding well enough with the results obtained by using other
methods.
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The authors believe that it is expedient to use the FCC as a unified
parameter in selecting electronic-optic systems for construction of scientific-
research equipment, inclusive for acrospace application,
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METOJHKA 3A OIIPEJEJISIHE HA
YECTOTHO-KOHTPACTHATA XAPAKTEPUCTHUKA
HA EJEKTPOHHO-OIITUYHH CUCTEMHA

Iapo Mapoupocan, JKusxo XKexos
Pezrome

YeCTOTHO-KOHTPACTHATA XapaKTepUCTHKA ¢ BaXeH KpUTepuil 3a
Ka4eCTBOTO Ha €IeKTPOHHO ONTHYHHUTE CHUCTEMH, KOMTO HAMHpPAaT BCE II0-
TONAMO IMPHIOKEHUE ¥ B KOCMHUCCKUTE M3CICABAHMSA, ACTPOHOMHATA,
BOCHHOTO J€JI0 U T.H. B cratuara ¢ onucaHa HakpaTko paspaboTeHara B
VHCTHTYT 32 KOCMHMYECKH H3CNIeflBaHUs TpH Beirapcka akageMus Ha
HAayKMTC ¢JHa METOAMKA 3a OIpElciIsHE Ha JeCTOTHO-KOHTPACTHATA
XapakTepHCTHKA Ha ONTHYHMTE CHCTEMH. IIpemioxkeHaTa METOAMKA ©
H3II0/I3BAHA [IPH CH3JABAHETO Ha HAKOJKO €ICKTPOHHO-ONTHYHH CHCTEMH B
ChCTaBa Ha pa3pabOTEHMTE Ha3eMHH M aepOKOCMHYECKH Hay4HO-
H3CISAOBATENCKN amapaTypu. Ha 6azara ma NOAYUEHHTE PpEe3yJITaTH OT
peanHara NpaKTHKa pPE3yNTaTH € HalpaBeH H3BOABT, Y€ METOAUKATA
NO3BOJIABA HOJy4aBaHE Ha MAOCTATEYHO TOYHH JaHHH, KOHTO HoOpe
CBBIIAJAT ¢ PEIYNTATHUTE, HOAYIESHH TP M3IOA3BAHETO HA APYTU METOIM.
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ALGORITHM FOR DARK CURRENT
CHARACTERIZATION OF IMAGING
SPECTROMETER MODULE

Valentin Atanassov, Georgi Jelev

Space Research Institute, Bulgarian Academy of Sciences

Abstract

The paper presents some of the results obtained in the process of laboratory
tests of an imaging spectrometer model for remote sensing applications. The main
dark current characterization procedures are described and highlighted. An
algorithm for dark current characterization is proposed and implemented and the
obtained results are shown,

Keywords: remote sensing, imaging spectrometers, dark current
characterization,

1. Introduction

Imaging spectrometry (spectroscopy) has established itself as a basic
method for studying the Earth’s surface [1, 2]. At the same time, imaging
spectrometry measurements, as a new area in remote sensing, require new
approaches with regard to data handling, preprocessing and information
extraction from spectral images. These approaches are an important part of
the analysis of imaging spectrometry data and are binding on a quantitative
estimation of the data. They imply accomplishment of characterization
procedures, including sensor-detected effects corrections, such as offset and
dark current corrections, spectral and geometric corrections, etc.

Measurement quality is the toughest problem in imaging
spectrometry. Practical instruments which are used are always non-ideal and
optical measurements are only approximated. Consequently, interpretation
of obtained data is somewhat undetermined and is often dependent on the
adopted assumption about the measured object [1]. Therefore,
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characterization procedures are carried out in parallel with the main
instrument development to allow an efficient trade-off between the
instrument’s complexity and the system’s performance, leaving correct
interpretation of obtained data [3, 4]. It is strongly recommended that the
instrument’s development be attended by characterization process, since
characterization methods are critically dependent on the instrument’s design
and consfruction, and performance requirements [5].

2. Dark current characterization

Characterization procedures start in parallel with the major
instrument’s development with planning and implementing methods for
laboratory  characterization and foresecn methods for on-board
characterization,

' The “dark current” term comes from the fact that this current is not
relevant to sensor-surface-incident radiation. It is caused by thermo-
generated electrons in silicon CCD structures, a process observed equally
well in complete darkness. Some of the charge will collect in the sensor
potential holes where useful-signal image-related electrons are collected. At
the detector output, dark-current-generated electrons appear, identical to
signal-generated electrons, so dark current appears as noise in the image,

At given temperature and sensor operating condition, dark current is
relatively constant for each pixel and it appears as fixed signal offset. On the
other hand, dark current varies spatially across the array. By capturing a
series of images in complete darkness and averaging a pixel-to-pixel
representation of the average dark current can bc obtained at given
temperature (Fig.l}., Subfracting this reference dark image from
subsequently captured real images partially eliminates the influence of the
dark current (Fig.2}. This is so the called dark current correction.

Unfortunately, dark current influences not to be completely
eliminated. Except for the relatively constant component Uccij, dark current
has a second randomly varying component AUcij, which is approximated as
the square root [6] of the dark current, collected in the pixel (Fig.2).

Another complicating fact is that dark current will change when
changing the sensor’s operation mode, such as integration time, shift rate
(Fig.1, 3). The size of the charge packet Q, collected on a definite element is
proportional to the integration time t, when the photo generated charges fill
only partly the potential well within the integration period of the luminous
flux @:
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Pixel number Pixel number
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Levels Levels
Fig, 1 Distribution of dark current Fig, 2 Distribution of dark current
leveis for imaging spectrometer levels after dark current correction,
operating condition at integrated time integrated time t; = §0ms,
t; = 80ms.

Qp = a®Timt[1-exp(-ay)/(1+aln)],  (4),

where: a is the absorption coefficient of the material, T, — the
transmission coefficient of the multi-layer structure, 11 - the quantum

yield of the photo-emissive effect, y, - the depletion layer width, L, — the
diffusion length,
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Fig. 3 Distribution of dark current levels for
imaging spectrometer operating condition at
integrated time t; = 100ms.

79



Therefore, with change of operation mode, noise levels also change,
To calibrate the instrument for these variations, one should store dark
current levels for each operation mode and these should not be valid until
the sensor had reached thermal equilibrium.

As dark current increases twice with temperature increase of 8°C, it
decreases with the same rate when the sensor is cooled. For that reason,
sensor cooling and operation temperature stabilization [7, 8] are required.

3. Algorithm for dark current characterization

The measurements are made in laboratory conditions; they aim to
determine dark current levels’ variation for each pixel of the sensor array.
These laboratory-obtained data are stored for reference with on-board
obtained data. In operation mode, during nominal observation, offset
correction is performed by subtracting the dark level component from the
signal. Dark current correction coefficients are obtained by closing the
shutter, dark current levels Ucij are given by the detector response and are
stored for further processing. The processing involves calculation of the
average dark current level for each pixel in image and storage data for
implementation of the characterization algorithms. These procedures must
be performed for each possible sensor operation mode. The process of dark
cuwrrent characterization is indicated in the flow chart shown in Fig. 4,

The process of dark current characterization - capturing images,
subtracting, storage (Fig.4) takes time and computational power, but in the
corrected images, the dark current’s effect is partially eliminated and quality
is dramatically improved (Fig.5, 6). For example, in a system with 8-bit
(256 levels) quantization, each level can hold 1/256 of full-well capacity.
Each pixel has a dark-current-caused amounting to approximately 6.21
levels. Following dark current correction, dark current is reduced to 0.4
levels, as shown in the corrected image (Fig.5b).

It should be noticed that dark current characterization is only a part
of a complex characterization process typical of an imaging spectrometer
and it can be regarded as an integral component of the following radiometric
and spectral characterization procedures,

4, Conclusions

1. The dark current characterization procedures, carried out as
indicated in the proposed algorithm, result in an essential decrease of dark
current levels in the corrected spectral images.
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2. The foreseen dark current correction in operation mode results in
improvement of the instrument’s metric charactetistics.

3. The dark current characterization is an inseparable part of the
spectral instrument’s overall characterization process.

a/ b/

Fig. 5 Laboratory obtained spectral images {fragments), spectral band 550nm,
a — original image, 6 — dark current corrected image.

a/ b/

Fig. 6 Spectral images of natural objects, in spectral region 450 — 650nm,
a - original image, 6 — dark current corrected image,
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AJITOPATHM 3A XAPAKTEPH3ALIMAS HA
ThMHHUHHHAS TOK HA
BUJEOCHEKTPOMETPHYEH MOIY.JI

Banenmun Amanacos, eopau XKenee
Pesionte

B pabotata ca mpemcTaBeHM 4acT OT De3yNTATHTE, NIONYHEHH IIpe3
BPEMETO Ha NPOBEKIAHE Ha TaDOpaTOPHU M3CAS/BAHMA M TECTORE Ha MOJIEI
Ha BUACOCICKTPOMETHD 32 AMCTAaHIMOHHM M3chefpabus. Toma ca mpemn
BCHYKO DE3YNTATH CBBP3aHA C XapakTepU3alMOHHHA IIPOLEC IIpH
WITp2KaHe Ha mnpubopa H  HO  CHOCUMANHO OTHACHINH C€  HO
XapaKkTepU3alpATa Ha THMHUHHEA ToK, ONHCAHH ¢©3a OCHOBHHTE
XapaKTCPU3AUMOHHY  NPOUEAYPHM, INPEUIGKEH €  amroOpuThM  3a
XapaKkTepH3alksa Ha TBMHUHUSA TOK ¥ ¢4 [IOKa32HH [IOJYYEHHUTE PE3yNTaTH.
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Abstract

In the paper, the state-of-the—art tendencies for design and construction of
CCD types of sensors and their usage in spectroscopy applications is considered,
The mairn performance characteristics of such devices when operating in imaging
spectrometers on-board aircraft or satellites are highlighted and the requirements
regarding their operating conditions are discussed. The experimental results
obtained in the process of laboratory testing are shown and the basic CCD types
are described.

1. Introduction

CCD (charge coupled device) sensors are widely applied in some
scientific areas, such as spectroscopy, astronomy, etc. As a rule, these
applications” operation modes involve device performance under low light
illumination and limited integration time depending on the craft trajectory
temporary characteristic [1, 2]. This fact imposes severe requirements
towards their basic characteristics. The most important characteristics of
CCD detectors when operated in imaging spectrometers are response,
resolution, readout noise, dynamic range.

As a rule, in spectroscopy applications, CCD detectors are combined
with a proper optical system to create a spectral image. A CCD can
simultaneously collect spectrally dispersed light over a wide range at high
speed. The two-dimensional CCDs used in such systems enable
simyltaneous measurement and analysis at multiple spectra from several
spatial sources,
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2. Basic CCD characteristics

Spectral response. The spectral response of CCD sensors is
determined by the quantum efficiency. It is wavelength-dependent, because
the absorption coefficient of silicon is wavelength-dependent. The
absorption coefficient is approximately zero at wavelength shorter than
400nm and wavelength longer than 1100nm. The maximum of the quantum
efficiency depends on geometrical and technological parameters and usage
materials.

Dark current. The term “dark current” comes from the fact that the
current is generated equally well in complete darkness. Depending on where
in the silicon unwanted electrons are generated, some of the charges will
collect in the CCD wells and, jointly with signal-generated electrons, will
form output signal,

Dynamic range. Another important characteristic of the CCD, when
operating in low-light conditions is its dynamic range. It may be defined as
the ratio of the largest measurable useful signal to the smallest detectable
signal. The smallest detectable signal is limited by the readout noise. The
largest signal depends on full-well capacity.

3. Type of CCD sensors

Most modern scientific spectroscopy applications use two-
dimensional full-frame- or frame-transfer CCD detectors, which are photo-
sensitive across their full active surface area. A variety of devices are
available, including front-illuminated devices, back-illuminated devices,
virtual phase technologies, etc.

oo —

o5
LI 1
oS 1

} m -
o -

o

oz —

Fig. 1 Spectral response characteristic of CCD 221 (Fairchald)
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Conventional CCDs are less sensitive (Fig. 1) compared to recent
devices, because part of their surface area is coated with non-transparent
electrodes [3].

Another type of front-illuminated CCDs are Iﬁge-format, full-frame
detectors, These devices are photosensitive across their full active surface
arca, because the gates, placed over the sensitive area, are typically
composed of semi-transparent polysilicon (Fig. 2 — left). These sensors
accommodate long exposure times. They offer the lowest dark current of all
available sensor technologies and produce the best signal-to-noise ratios in
low-light condition. Their light sensitivity, high charge capacity and low
dark current also deliver a very large dynamic range. Unfortunately,
polysilicon gates absorb or reflect incident light at wavelengths below 500
nm and the trade-off for large sensing areas has reduced. sensitivity at
shorter wavelengths (Fig. 3 - KAF1400) [4). Y

A type of CCD that offers a higher UV (ultra-violet) sensitivity is
the so-called front-illuminated UV CCD, in which the detector is coated
with phosphor, or the sensors with indium oxide gates, a material which is

more ftransparent than polysilicon at short wavelengths (Fig. 3 —
KAF1401E).

Silicon Substrate Silicon Subsirate
A v
Silicon Oxide —» Silicon Oxide ‘—-i [

G U .
Incoming ——» : Incoming
Light > | Licht

[ '

—_— .

Pelysilicon Polysilicon [ +—
Electrodes Electrodes ~—* =]

Fig. 2 CCD structures: front-illuminated (left), back-illuminated (right).
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Fig. 3 Spectral response characteristics of KAFxxxx {Kodak) CCDs [4].

Another typc of CCDs, using microlens array to direct light to
photosensitive area, have improved cfficiency over the whole spectral range
(Fig. 4). This approach does not sacrifice other performance parameters. [5].
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Fig. 4 Spectral response characteristic of ICX083AL (Sony) CCD
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Another type of CCDs (Fig. 5), ,using a combination of the two
above-mentioned technologies (the use of indium oxide electrodes and
microlenses) have dramatically improved efficiency over the whole spectral
range (Fig. 3 — KAF3200ME). These combined changes raised the peak
quantum efficiency to 85 percent, a level previously possible only to back-
illuminated sensors

Table 1.

. Quantum Effisiency Dark i

b
Sensors’ Type 400 nm max 800 nm Current Price

front-illuminated, frame 0% 45% 35% " *
transfer
front—ﬂlulmlr_lated, f_rame 30% 65% 30% N ok
transfer, indium oxide
front-illuminated, frame
transfer, indium oxide, 60% 85% 45% * ok
microlenses
back-illuminated, frame 65% 90% 75% - -
transfer

Legend: * - low, ** - midle, *** - high
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They also improved quantum efficiency for blue and NIR (near-
infra-red) regions.Back-illuminated CCDs, in which the substrate is thinned
(Fig. 2 - right), feature enhanced response in the UV and the NIR regions
(Table 1). Back-illuminated CCDs are much more expensive than their
front-illuminated counterparts because they are difficult to make. These
devices often require liquid nitrogen cooling to reduce noise. They have
large pixel sizes, which limits resolution.

An additional comparative review of CCD types and their most
important characteristics is shown in Table 1.

4. Conclusions

New sensor technologies offer many types of CCDs appropriate to
low-light applications, including imaging spectrometers on-board aircraft or
satellites. There are two-dimensional, large-format, frame transfer, front-
illuminated or back-illuminated CCD sensors.

The choice of the CCD sensor is related to the application’s
requirements. In general, the choice should be made based on the spectral
range, resolution, the expected optical signal levels, and the type of the
constructed imaging spectrometer, such as ground-based, airborne or space-
borne system. These requirements determine the chip type, total active area,
number of pixels, pixel size, etc.
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CBBPEMEHHU CCD TIPUBOPH, TPUJIOXKMH
BbB BUIUOMETPUYHHN CUCTEMHU

Banenwmun Amanacos, I'eopzu XKenee
Pesrome

B paborara ca pasriieaBK CHBPEMEHEMTE TEHASHIMH B PA3BUTHETO
4 msrpaxcganero Ha CCD npubopH oT IileiHa TOYKA Ha IPIIOKHMOCTTA HM
BBEB BHJCOCICKTPOMETPHYHKM CHCTeMH. llocouenH ca cnenudUYHHTE
YCIOBUA Ha (YHKIHOHHpPaHE Ha CEH30PUTE M NPOMSTHYAIUKMTE OT THAX
H3HUCKRAHMA KBM IIO-BAXHUTE MM XapaKTepHCTHKH ¥ napaMeTpu. Ilokasanu
€a OCHOBHHMTE THIIOBE NpHOOPH M € HANPABCHZ CPAaBHUTENHAZ OLEHKA Ha
TeXuuTe XapakrepucTiku. IIpuBepeHH ca eKCMEPUMEHTANHO IIOIY4YECHH
Pe3yNTaTH OT H3CHCABaHMA Ha paznuyny Tinose CCD cenzopu.
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MONITORING OF GREEN AREAS
IN THE CENTRAL PART OF PLOVDIV CITY
USING HIGH RESOLUTION SATELLITE DATA

Rumen Nedkov, Eugenia Roumenina, Georgi Jelev
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Abstract

Information updating for the biggest municipality’s green areas’ size and
position is a problem related with two main characteristics of the municipality's
ecosystem status. The green area and plantation system is an important space
structure and functional part of the inside and outside of Plovdiv city s residential
lerritory. It serves as a basis in the decision-making process on environmental
improvement, recreation, and their connection with city architecture. The
normalization of the green area system, which performs various Junctions, is of
basic importance for all rvesidential areas in Plovdiv city, which experience
aggravated microclimatic conditions. The paper provides brief description of the
methodology and the results of a scientific study of the central part of Plovdiv city.

The study was carried out based on aerospace, ground-based, and GPS data.

Key words: satellite images, green areas, GIS, GPS.

Introduction

A scientific and application research of the green areas status on the
territory of the Plovdiv municipality was carried out, using aerospace,
ground-based, and GPS data from various time periods.

The objects of the present paper are the green areas situated in the
central region of the Plovdiv municipality.

The main objective is to update the area, position and dynamics of
the green areas in the studied region using aerophoto and satellite images.
For the purposes of change detection analysis, a 21-year interval is used,
providing to best reveal the developmental tendency in the studied region.
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Major tasks:

To create a GIS database comprising information on green area dynamics;

2. To monitor green areas using acrophoto and satellite images with very
high spatial resolution alongside with the previously created GIS;

3. To create maps, reflecting the contemporary structure of the green
areas in the central region;

4. To analyze the spatial dynamics of the same region’s green area for the
year 2003 compared to the year 1982.

The performed scientific study is underlined by modern aerospace,
GPS and GIS technologies, Their use enables to obtain unbiased and
accurate results, providing for immediate practical application. (The study
was assigned and funded by the Plovdiv municipality).

Input Data

To create the GIS database, both remote-sensing and ground-based
information was used. Remote-sensing information consisted of
panchromatic and multispectral aerophoto and satellite images; ground-
based information included very-high-scale topomaps, field-check data
(terrain data) and GPS measurements. {aerophoto 1982, very-high-scale
topomaps, Landsat 1992, QuickBird 2003, GPS data).

The methodology used to create the geographic database included
several work stages: radiometric and geometrical corrections of the
acrophoto and satellite images; remote-sensing and ground-based data
rectification; thematic computer-based visual image recognition; creation of
green area maps for the years 1982 and 2003; assessment of the green areas’
spatial dynamics.

For the geometric correction model, 28 GPS identical ground control
points {GCPs) and 51 triangulation points (TP) were used, which were
undoubtedly recognized on an aerophoto, satellite images, topomaps of
scale 1:5,000 and Digital Elevation Model (DEM). All GCPs coordinates
and TPs were defined in the Baltic altitude coordination system, 1970. All
GCPs and TPs were defined and located in the green arcas or in their close
vicinity. The GCPs and TPs were placed normally to the territory of the
studied region.

Geometric orthorectification and georeferencing of input data was
performed, followed by thematic recognition and interpretation.

The data were arranged and described into two levels according to
their territorial location and economical importance: first level - terrains
located in residential or industrial areas and second level - terrains occupied
with parks and forest; green areas (shrubbery, grass ateas in sport
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equipments); green areas near framsport equipments; other kind of land
cover,

Central Region

The total area of the central region amounts to 8,320.14 dca, whereas
almost 99 % of it is occupied by residential districts and only 105.1 dca are
occupied by industrial terrains. The green areas during 2003 constituted 27
% of the total region area (Fig.), while in 1982, this percentage amounted to
19 %. The terrains covered with parks and forests remained almost
unchanged, but green areas increased by 66 %, due to the new alleys and
gardens located in the central part of the city, as well as the transient free
arcas from the Maritsa river.

Summary and conclusion

The results from the study feature very high spatial and temporal
resolution. They were obtained based on modern aerospace, GIS and GPS
technologies. The RMS of the TPs is 0.45 m and the RMS of the GCPs is
0.65m. The basic RMS is 1.1m.

MAP OF GREEN AREAS FOR 2003 AND 1982 DISTRICT TSENTRAL, MUNICIPALITY PLOVDIV

Greof: wrea In road and rall network
Marttee rivor
[ ] Othertypa of fand cover

0.5 a b5 1 &m

Fig.1 Thematics maps of green areas for 2003 and 1982 — Plovdiv.
A database was created, which contains information for the green

areas of the Plovdiv Municipality (thematic maps of the various regions
with very high scale of 1:5,000).
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The dynamics of the green areas from 1982 to 2003 was assessed.
The accuracy of the quantitative assessment is 4.5 %. The tendency revealed
by the quantitative assessment shows an increase in the dimensions of the
green areas not only in the central part but also in the inside and outside of
the central part’s residential territory.

References:
1. Nedkov, R, Using GPS/GIS technologies in land reform (forest) in Bulgaria,
Third Intetnational Cenference on Geospatial Information in Agriculture
and Forestry, Denver, Colorado, 5-7 November 2001,
Contracts Ne 01, 02/Iune 2003 — Municipality of Plovdiv, SR] BAS.
Contract Ne B(/47376451/23025 — Sovinformsputnic SRI BAS.

TS )

MOHHMTOPHHI HA 3EJIEHUTE ILJIOINN HA
NEHTPAJIHATA YACT HA TPAJ] ILTIOBJIUB C
IIOMOUITA HA CITETHUKOBM JAHHA
C BUCOKA PA3JEJUTEJHA CIIOCOEHOCT

Pymen Heoxos, Eezentin Pymenuna, 'eopzu Xenea
Peziome

AxTyaimsMpaHero Ha  uHbopMamuaTa 3a  IUloINTa M
MECTOIIOIONKEHUETO HA 3CACHUTE IUIOLIM B TOJEMHUTE IpajoBe € Npodiem,
CBEP3aH € JBe OT OCHOBHUTE XaPaKTCPHCTHKHM 32  ChCTOSHHETO Ha
rpajckata exocucreMa.CucTeMaTa OT 3€JeHH IUIOIIM M Hacax/ICHMA ¢
BaXXHa NPOCTPAHCTBEHO-CTPYKTYpHA M (DYHKIIHOHAIIHA 9aCT OT CEIHIHATA
1 M3BBHCENMINHATA TepuTopua Ha ILtoBaMB. Upez Hes ce pellaBaT peAuIa
3a7a4d 33 MOoACOpABaHE Ha OKOJHATa Cpefd, OTAMXA Ha HaceleHHETO, U
BPB3KaTa MM ¢ OKOITHATA CpeHa M eCTETHKaTa Ha rpafda. Hopmupasero Ha
CHCTEMA OT 3ElICHH IUTOIIM, KOATO H3IBIHABA pasHooOpasHu QyHKIHH € OT
roJsIMO 3Ha4YEHHE 32 BCHUKHU CEJIMINA B 0cO0EHO 32 FOIEeMHTE IpajloBe KaTo
[LtoBauB, ¢ yTeXHEHH MHKPOKINMATHYHH YCJIOBUSA Ha JXMIMIIHATZ CH
cpefia. B paboTaTa HaxpaTKo ca U3JOKEHH METOIMKATA M pPe3YNTATHTE Ha
MPOBEJEHOTO OT ABTOPHTE H3CIACABAHE Ha TEPUTOpHATAa Ha palioH
uenTpaned oT rp.Jlnosmus. Msciaeasanero e u3BBpIICHO Ha OazaTa Ha
aepoKOCMIecKy, HazeMud H GPS pannu,
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Abstract

The paper describes a method, sensors, and measurement equipment for
quasi-static (DC) and alternating (AC) electric fields in the ULF/VLF frequency
range in eqrth-surrounding plasma on-board satellites. The major requirements
with respect to the equipment and electric fields’ registration methods when using
dedicated satellite scientific complexes are formulated. Moreover, the paper
describes the major parameters of satellite on-board low-frequency
electromagnetic effects measurement equipment, as well some original authors’
developments intended for the am. purposes. The peculiarities of sensors’
solutions, their interface with the measurement complex, the specific requirements
Jor the latter resulting from the resolved scientific tasks, and the satellite’s
characteristics are also described.

1. Tasks solved

The designed equipment is intended to study the wave processes
taking place in earth-surrounding plasma, the mechanisms of mass and
energy transfer in the magnetosphere-ionosphere-atmosphere system and the
influence of solar wind parameters; the processes of particles’ acceleration
and the mechanisms of generation, propagation and interaction of various
types of electromagnetic waves and waves generated by geodynamic or
anthropogenic activity [1,2,3].

It measures electric field components from 0 to 30 kHz. This
frequency range is divided into several subranges of various maximal
frequencies. The processing block also includes a 10-channel spectrum
analyzer intended for preliminary processing and reduction of the device’s
output information flow under the monitoting operation mode [4,5].
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A main task in modern space experiments is to carry out correlated
observations, intended to separate spatial and time relationships, providing
to highlight the causal relation between the studied processes, and
guaranteeing the devices’ high-resolution in phase space, thus enabling the
study of small-specific-scale processes [6,7].

2. Measurement method and sensors

The device operates after the Langmuir double-probe method. The
method is used to measure the potential difference between two opposite
spherical sensors. Each component can be measured either by an individual
sensor couple or using some other component’s sensor couple, Each of the
device’s sensors measures the potential at the measurement point. When
measuring the potential difference between two sensors, the intensity of the
electric current for the individual components of the DC and AC fields is
determined [8,9,10].

The electric sensors used in the device are made of glass-carbon-
coated spherical monoblock and fixing elements. The construction of the
spherical sensor is shown in Fig. 1. The major sensor components are: a
sensitive element — sphere with diameter of 80 mm covered by glass-carbon;
symmetry-providing electrodes; protective electrode; preamplifier PA,
assembled within the sphere; preamplifier screening box, and disconnector.
The use of spherical sensitive elements is substantiated by the requirement
for high symmetry level. The symmetry-providing electrodes are intended to
ensure identical conditions for the electrodes with respect to the Sun. The
protective electrode is intended to reduce the influence of the photoelectrons
from the satellite structure components.

The sensors’ potential is determined by the balance of their surface
electric currents, which depend on the material and the characteristics of the
sensors’ operating surface. For this reason, we use spherical sensors with
glass-carbon coating obtained after a unique Bulgarian method [11]. Within
the spherical sensor, a preamplifier is mounted, intended to harmonize
plasma impedance with the input impedance of the satellite measurement
block. The preamplifier is two-stage, containing high-resistance voltage
reproducer, made of operation amplifier featuring a PEC input, and an
alternating-current amplifier, amplifying the smaller-amplitude alternating-
current voltage fluctuations. Thus, the sensor has two information outputs,
one for constant, and one for alternating field. The diagram also contains
high-voltage protection, switch-over and calibration circuits etc.
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Fig.. 1

In electric-field-measurement experiments, thc probes must be
positioned sufficiently far off the satellite, so as to escape the disturbed area
around it. For the purpose, it is sufficient that the distance d from the
sensors to the closest convex part of the satellite be no less than 5 times the
satellite’s radius. Here, some of the most successful experiments measuring
satellite electric fields may be given, where the distance between the sensors
is, accordingly: GEOS — 42 m, S3-3 ~ 36 m, ISEE-1,2 — 74 m, GEOTAIL —
160 m, WIND ~50 m, POLAR — 100 and 130 m, CLUSTER — 1,2,3,4 - 100
m,

To make potential distribution around the spherical sensors
symmetrical, scveral solutions are applied depending on the satellite’s type
— whether it is a microsatellite or a large object. The relatively large
satellites are fed shifting voltage. This method was used on the satellites S3-
3, ISEE, GEOTAIL, INTERBALL, CLUSTER etc. In microsatellites, the
preamplifier’s output is connected to the protective and symmetry-ensuring
electrode, which makes it possible to maintain one and the same potential
over the whole sensor,

3. Connection between sensors and equipment

The electric fields and other quantitics are measured by sensors with
built-in amplificrs, transducers etc. Their power-supply is usually provided
by the equipment to which they arc connected. The cquipment’s power
supply and the sensor’s power supply are common and there is a galvanic
link between them. Somc of the circuits connecting the sensor with the
measurement block participate in both the contour of the output signal and
the sensor’s power supply. As a rosult, these circuits interact and the
accuracy of the analogue information’s transfer from the sensor’s output to
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the measurement section deteriorates which boosts measurement error and
reduces the measured signals’ dynamic range.

In Fig. 2.A, a typical example of an active analogue sensor with
unipolar power-supply, taken out of the measurement block, is shown. The
cable bundle, connecting device and sensor and consisting of conductors (a),
(b) and (c) is shown. The dashed line marks the route of the sensor’s power-
supply current I,, which causes drop of voltage U, in conductor {c). As a

result of the manner of connecting and amplifying, the useful signal Uy is
mixed with the voltage drop U, in (¢), and thus gets amplified by A.
To eliminate the problem, the following solution is suggested.

Obviously, the adding up of Ug u U, during the signal’s transfer from the
sensor to the device should be eliminated. The suggested solution is
represented in Fig. 2.B; it is accomplished through additional link (d) and
the signal’s amplifying by differential amplifier DA, which carries away and
amplifies the signal from sensor Ug, eliminating its mixing up with U,

This technical solution was applied to carry away the signals from
the electric and magnetic sensors of the ULF/VLF complex of the COMPAS
Project. It is reflected in the equipment’s electric filed measurement block to
be considered further on. The application of this solution resulted in
material increasc of the measurement accuracy of the sensor-fed signals.

4. Equipment parameters for studying ionespheric and
magnetospheric fields

Measurement of electric fields are important as for the decision of
questions in the ionosphere and magnetosphere plasma, and the processes
connected from anthropogenous activity. Microsatellites, and heavy
satellites are used to carry out complex measurements in the ionosphere and
magnetosphere plasma. The parameters of the equipment for electric fields
measurements on satellites of project CLUSTER and the planned project the
RESONANCE are presented in Table 1. The results can be used for
comparison of similar equipment for microsatellites {as example the
COMPAS microsatellite).

5. Equipment parameters for studying ionospheric
seismoelectromagnetic effects

Frequency range: Electromagnetic emissions within the range
from fractions of the hertz to dozens of kilohertz have been observed. The
detailed analysis of experimental data cvidences that persistent
seismoelectromagnetic signals are observed at frequencies lower than 800
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Hz, but alongside with them, signals with frequencies of 10 kHz and 15 kHz
have also been recorded.

Table 1.
Measured Frequency range Dynamic range Satellite
quantity
DC Electric Field | 0— 10 Hz 700 mV/m — 0.1 mV/m CLUSTER
(2 components) 0—200 Hz 700 mV/m—-0.1 mV/m
0—5000 Hz 700 mV/m - .1 mV/m
0— 10000 Hz 00 mV/im—0.1 mV/m
AC Electric Field | 10— 5000 Hz 0 mVim e 1 uV/m
(2 components)
DC Electric Field | 0-30Hz 100 dB REZONANS
(2 components)
AC Electric Field | 0.01 Hz- 30 kHz 80 dB
(2 components)

Amplitude: Judging from reference data based on the analysis of
large arrays of satellite experimental results, seismic-activity-related signals
are those for which the signal-to-noise ratio is > 3. The studics of the signal
amplitude’s dependence on At, the time offset between the earthquake’s
occurrence and the time of measurement, reveal that the
seismoelectromagnetic effects are manifested most strongly at frequencies <
1 kHz in the vicinity of the earthquake’s epicentre,

Spectral density: It varies with frequency, being higher with lower
frequencies. For emissions within the frequency range from 0.1 kHz to 0.5
kHz, the absolute value of the magnetic component’s spectral density is >
0.3 -3 pT/Hz",

Duration: The earthquake electromagnetic precursors can be
recorded within a couple of days prior to the earthquake’s occurrence. The
duration of observation of seismoelectromagnetic emissions on-board
satellites depends on the satellite’s orbital characteristics (height and
inclination), i.e., the height at which it crosses a force tube related with the
earthquake’s epicenter.

Experiments have shown that it takes from a couple of seconds to a
couple of minutes.

The separation of ionospheric seismoelectromagnetic effects from
the background values of such emissions at satellite orbital height is a key
task, since the field’s generation mechanisms and the propagation
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conditions for various types of waves are strongly influenced by solar
activity, geomagnetic circumstances, season, local weather etc. Moreover, in
earth-surrounding plasma, various physical processes take place, which
generate signals similar to seismoelectromagnetic effects.
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6. Peculiarities of on-board equipment in recording
geomagnetic-activity-related  electromagnetic fields in  earth-
surrounding plasma

To solve the scientific tasks related with studying electromagnetic
and plasma earthquake precursors, three basic on-board-satellite
measurement modes should be used [12,13]:

Monitoring mode or minimal telemetry mode. Under this mode,
key physical parameters are measured continuously on a 24-hour basis
within selected channels and with a small inquiry frequency (of about one
inquiry per second). This mode presumes continuous monitoring, In
accordance with the selected mode the equipment measures the quasi-static
field’s components, while the alternating field” measurements include only
measurement of local frequencies by a spectral analyzer to reduce data flow,

Local monitoring mode. Under this mode, the full set of the
physical parameters provided by the scientific equipment complex is
monitored, during all satellite orbits passing over some of the Earth’s
seismoactive rcgions. The EMC operates in its most informative mode,
measuring the actual signal “wave” forms within a wide frequency range,
but only for the time while passing over the region.
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Physical experiment mode. This mode is used when targeted
experiments are carried out, implying the use of other space or ground-based
instrumentation. Under this mode, the satellite’s full scientific complex
operates with maximal telemetry and jointly with other on-board
geophysical and radio-physical provision instrumentation. The operating
mode resembles the description provided in item Physical experiment mode.

Operating conditions restrictions on-board small satellites. For the
purpose of studying various environmental parameters and processes taking
place in Earth-surrounding space and on Earth, recently, small satellites
have been widely used.

The small size and mass of such space apparata call for reduction of
some of their office systems, operation time, power resource, as well as for
material telemetry restrictions etc. However, this results in significant
reduction of the price per on-board load (equipment). The equipment to be
mounted on such objects should comply with their specific features,

7. Structural diagram of the measurement complex

The structural diagram (Fig. 3) of the measurement complex
provides for changing the number of the measured field components and
their frequency range, making preliminary processing of collected data, such
as spectral analysis of some components, switching over of components,
selection and changing of operation regimes by a command from the Earth
[14]. By varying the operation regime, the complex's options as well as the
amount of output data vary greatly, too. Below, the major components and
the operation of the ULF/VLF-complex are described. On the presented
structural diagram, the analogue signals to be processed and converted in the
digital section are shown. These signals are output at control coupling T.

The signals M1-M4 controlling the complex's operation regimes as
well as the signals Ft, R, A, Ct, Fms, D0-D7 providing for the protocol and
data exchange with on-board telemetry are also shown, They are duplicated
and output at control couplings 101 and 102.
The ULF/VLF-complex is intended to measure one of two optional
components of the AC electric field and one component of the alternating
magnetic field in the following frequency ranges:

- from 1Hz to 30Hz - denominated on the flow-chart as MVF1 and
EVF1;

- from 30Hz fo 1000Hz - denominated on the flow-chart as MVF2
and EVF2;

- from 30Hz to 8000Hz - denominated on the flow-chart as MVF3
and EVF3;
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- parallel spectral analysis of one electric and one magnetic field
component with ten local frequencies (7.5, 14, 30, 70, 140, 560, 1300, 4500,
8500, and 15000Hz) - signals from EDI to ED10 and from MD1 to MDI10,

Apart from these, the ULF/VLF-complex measures: - two
components of the quasi-DC electric field within the range 0-2Hz - signals
PP1-2 and PP2-3; - the temperature in the electronic block and the electric
and magnetic sensors coupled with it - signals BT1-BTS.

The complex consists of: - electric sensors ED1, ED2, and ED3
with preamplifiers for measurement of one of two optional electric
components; - a block of magnetic sensors, BMD, consisting of two
magnetic sensors in different frequency regions with preamplifiers for
measurement of one magnetic component;- An electronic block housed
within a single case, and consisting of a block for study of electric fields,
EPS, a block for study of magnetic fields, MPS, a data acquisition block,
BSD, consisting of a microprocessor system for collection of data from 36
analogous channels, generation of calibration signals, complex control,
processing of obtained data, and connection with the object's telemetry, a
block for galvanic disconnectio and duplication of signals for data exchange
with telemetry - BGRD, and a power-supply block for galvanic
disconnection from the on-board power-supply, VIZ.

The analogue data obtained at the outputs of the above-named
blocks is processed by a quick 12+1 data acquisition bit system of the
LM12458 type, and a microprocessor system based on the processor
80C188XL. The system also includes a block for generation of calibration
signals providing for autocalibration during flight.

8. Approbation of equipment and sensors under the conditions
of real experiments

Electric sensors measuring ¢lectric fields on-board satellites, that
have been developed at the SRI — BAS with our participation have operated
successfully on eight satellites: IC Bulgaria 1300 (1981); IC-24 Activen
(1989); Magion-2 (1989); IC-25 — APEX (1991); Magion -3 (1991};
Magion -4 {1995); INTERBALL-2 {1996) and Magion -5 (1996).

Measurement equipment and sensors intended for the COMPAS
microsatellite, featuring the a.m. parameters, have been developed and have
passed technological tests. The equipment is intended to study ionospheric
electromagnetic effects caused by geodynamic activity,
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9. Measurements in the High-Latitude near-Earth Magnetotail
Region

ULF measurements aboard Magion—4 were performed during UT
13:00 — 13:45 while the spacecraft crossed the high-latitude near-Earth
magnetotail at distance 11 Ry in the pre-noon sector [15]. Data are presented
in Fig. 4. Initially till 13:28 UT we observe ULF electric fluctuations which
are purely electrostatic, Magion-4 position and plasma data (not shown
here) suggest that during this period measurements take place on field lines
comnected with the lobes, though at higher latitudes than the Day
20.04.1997 case. A sharp increase of wave activity begins at UT 13:28, the
spectrum of the waves changes to electromagnetic. Plasma instruments
aboard Magion-4 register density enbancement. We interpret the changes in
medium characteristics as spatial, due to s/c entering a magnetosphere
boundary layer. As IMF Bz <0, the mantle is supposed to be well developed
so we conclude that measurements after UT 13:28 take place in the plasma
mantle. Unfortunately, magnetic field and plasma measurements on board
the Interball-1 satellite, which could facilitate region identification, are
absent for this period. While the electrostatic spectrum is below 1 Hz, the
electromagnetic one is up to 5+6 Hz and its intensity decreases for higher
frequency. Note that the absence of electric field component at higher
frequencies (above w.;) could be conmected with the worse sensitivity of our
ULF electric field measurements compared to the magnetic field one, The
intensity of the E waves is structured, and the E field component is
orientated in the meridian plane. The electromagnetic spectrum observed in the
mantle belongs probably to electromagnetic ion cyclotron modes.

24 April 1997
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Xgsm 3587 3757 3527 4005 4221 4388 4554 4718
Yesm 1411 -1382 -1355 -1331 -1314 -1294 -1.277 -1263
Zgsm 10050 10151 10.249 10344 10414 10505 10593 10678

Fig. 4 Dynamic spectra of Magion-4 ULF electric and magnetic icld components
on 24 April 1997 derived from waveform data, At ~ UT 13:28 the spectrum
changes from electrostatic to electromagnetic.
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AITAPATYPA 3A U3BMEPBAHE HA
KBA3HAIIOCTOSAHHH H TIPOMEHJINBHU
HUCKOYECTOTHH EJEKTPUUYHH ITOJIETA B
OKOJIO3EMHATA IIVIAZMA

FBoiivo Boitves, Jumumuvp Teodocuee

Pesome

B paboraTa ca mnpejcTaBCHM METOJ, CEH30pM M amapaTypa 3a
H3MepBate Ha KBasunocTosHHY DC 1 npomerimBu AC eneKTpyudHy mojiera
B ULF/VLF uecroTHUTe AHaNa30HM, B OKONO3EMHATA IIa3Ma, OT Gopjia Ha
CIBTHHLM. AIlapaTypaTa € pa3spaboTeHa 3a LEJINTe Ha M3CIeABaHeTO Ha
BBLJIHOBH IIPOLECH, [IPOTHHAIA B OKOJO3EMHATA IIa3Ma, MCXaHH3MUTE Ha
IPCHOC Ha Maca W EHEepIMs B CHCTeMaTa MarHuTocepa-HoHochepa-
aTMocdepa U BIMAHAETO HA IaPaMeTPHTE Ha CITBHUCBUA RSTHD; HPOLCCHTE
H4 yCKOpsBaHE Ha YaCTHOM ¥ MCXaHM3MHTE Ha TcHEpHpaHe,
pasnpOCTpaHEHHE W B3aUMOACHCTBHA Ha  pa3iMyHHTe  BUIOBE
€IEKTPOMATHITHY BBJIHH, KaKTO H TaKMBa NpeU3BUKAaHM OT I'eOAMHAMUYHA
AKTUBHOCT ¥ aHTPOTIOTCHEA Aef{HOCT.

DopMyIMpaH#d €a OCHOBHMTC M3MCKBAaHMSA KBM allaparypara M
METO/IMTE 3a PErMCTPUpaHE Ha eNeKTPUMYHM TI0JeTa ¢ IIOMOLITA Ha
CHeNMANM3HUPAHN  CITBTHUKOBH HayuHM KoMIulekcH. HampaseHo e
pasriexiane U 000OINEHHE HA PE3YITATHTE OT XAPAKTEPHHUTE CIyYaM Ha
TaknBa Habmofenus. B paboTara ca NpeAcTaBeHH M OCHOBHUTE ITapaMeTpH
Ha anapaTypa 38 U3MepBaHUsA Ha HUCKOYSCTOTHH ENeKTPOMArHUTHY e(exTH
oT Gopra Ha CITBTHMIM, KAKTO ¥ OPUTHHAIHHE pa3palOTKH Ha aBTOPUTE 3a
TOPELIOCOYSHHUTE LCHH.

KonkpeTrHo ca pasriepaHM OCOGCHOCTHUTE Ha peallM3allud Ha
CEH3ZOPHUTE, CBBP3BAHETO MM KBM  H3MEPBATEIHHS KOMIUIEKC M
CeUMPUIHUTE H3IUCKBAHWS KBM HETO, NPOAMKTYBAaHM OT DEIIaBAHHUTE
Hay4YHH 3ajadd, M XapakTepUCTHKUT® Ha CIBTHHKA. lIpefcTaBeHara
anapatypa € pesyiTaT OT HaTpyNaHHs ONUT Ha aBTOPHTE OT HAKOIKO
CIOBTHHKOBH  €KCIIEPUMEHTH, KaTo INPEUIOKECHUTE pPEUICHHA  Ca
WIIOCTPUPAHK ¢ Pe3yiTaTH oT TAX. B paborara e HanpaseHo 0GOCHOBaHO
IpeJICKEHNe 3a [PUIIaraHeTo Ha paspaboTeHara amapaTypa B ObACILH
IPOEKTH.
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Abstract

ULF signals are ubiquitous phenomena in the Earth’s environment. These
signals are of magnetospheric, ionospheric and lithospheric origin. Theoretical
considerations concerning ground-based recording of ULF signals are made
revealing the usefilness of electric field measurements. An instrument for electric
field measurement is described and some preliminary data presented.

1. Introduction

There are several reasons for measuring electric and magnetic field
variations on the ground. First, magnetosphere-ionosphere processes
contribute to short-term variations of the Earth’s magnetic field that are
connected with external sources [1]. Second, we use electro-telluric
measurements for geological purposes. Third, the Earth’s electric potential
variations are often treated as a possible precursor of earthquake events [8].
The frequency range of ULF electric and magnetic fields is less than 5 Hz.
ULF electric and magnetic fields in the environment are of both natural and
anthropogenic origin. The natural sources are solar activity, the
magnetosphere and the ionosphere. The natural ULF fields, although weak,
have the ability to penetrate through the atmosphere and the Earth’s crust.
Industrial fields are usvally much stronger but they are confined to localized
regions around technical systems (e.g., energy power cables, railway lincs,
transformer stations, etc.).
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2, Theoretical Backgrounds

In the ULF range, there are also very long-period pulsations with
periods of minutes to hours. Long-period {150-600 s) minute pulsations are
observed near the geostationary orbit [3]. Junginger ct al. [3] have suggested
that these pulsations are solar-wind-driven surface waves that couple the
field-line resonances near the geostationary orbit. It is left to future research
to clarify whether cavity resonances or compressional oscillations are the
modes observed at peostationary orbit. Yumoto [10] has reported Pi2
pulsations of dominant period ~135 s at high (L = 6.9) and low-latitude (L =
1.2) stations. He has concluded that Pi2 pulsations are global phenomena
and interpreted them as magnetospheric cavity waves excited in the whole
inner region bounded by the plasma sheet. Longer period pulsations (with
periods T > 600 s} are usually connected with the oscillations in the
ionosphere, produced by magnetospheric (sub)storms, or by influences
produced in the lithosphere, or atmosphere (see Sorokin and Fedorovich,
1982). The latter are of electromagnetic nature, i.e., their electric field E is
perpendicular to the propagation direction. These wave phenomena have
typical periods of 600 — 6,000 s. They have been defined as gyrotropic
waves (GW). These wave disturbances are sometimes transformed into
usual magnetohydrodynamic (MHD} modes, otherwise wave disturbances
of period T > 600 s are not transformed. The transformation conditions
depend on the frequency and the ionospheric state. Inversely, MHD waves
of very long period (above 100 seconds) and phase velocity of 10-1,000
km/s cannot penetrate into the ionosphere and the Earth’s surface. It is
thought that a MHD wave field of a very long period will possess a
wavelength that is comparable to the scale size of the magnetosphere.
Therefore, geometric effects are to be taken into account. If the latter are
considered localized MHD waves of a very great period they could
propagate to the ionosphere. In the ionosphere, these modes could partly be
transformed into GW as examined by Sorckin and Fedorovich [5]. Thus, on
the Earth’s surface we could expect ULF disturbances of various origin —
from the lithosphere (connected with the active seismic events) or from the
magnetosphere,

In this study, we are examining the field properties of long-period
disturbances produced on the Earth’s surface. We are studying the electric
and magnetic field distribution of the ULF wave disturbances in the system
lithosphere-atmosphere-ionosphere. We will point out the amplitude
differences connected with the sources of the ULF disturbances. We
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introduce an electrostatic potential ¢ and a magnetic vector potential 4.
According to the physical properties of the different regions, we are going to
obtain quantitatively the effects on the electric and magnetic field
distribution.

The ULF clectro-telluric field is associated with the ULF magnetic

field magnitude. The latter could be evaluated according to the relation
[4, 6]

A = uogcmst_amat + I-LOGCH]SEIZ (]‘)

where A4 is the magnetic field potential and the Hertz vector IZ, (IT= — €crust
'IT, is connected with the electric field potential ¢ by the relation ¢ = div/E
Eerust aNd Ogug are the crust dielectric permittivity and conductivity,
respectively. In a medium of finite conductivity Gerst {Gerst < o) the
equation that governs the Hertz vector is

V2L — ngedIL/dt — wyodlly/dt = Cexp(—Gemst/e) 2)

where C is a constant. This means that for times ¢ > fp = &crust/Ocrust, the
system will enter steady-state conditions. After f, JZ will vary as the
magnetic field vector potential A. Because the vertical current j is assumed
to be zero, the magnetic vector potential 4 has only horizontal components
{Ax, Ay, 0). (The Hertz’s vector IZ, has the same orientation as the magnetic
vector potential A). In eq. (2), the time derivative is proportional to y = — i®
+ k"!fpgscmst, where ® is the ULF frequency and &k = (%, 0) is the horizontal
wave-vector. According to experimental evidence, @ varies from several
mHz up to 1 Hz. The fields decay in the Earth with coefficient x = % +
®HGers) 2 = k. Under conditions of long-period pulsations (/25 < 0.02
Hz), the magnetic field potential A (1) is controlled by the second term.
Then, it follows that

A = WOonsidd 3)

Attempting to compare the magnetic field (B) and electric field
potential (@) magnitudes, we obtain the following relations:

Byy=2x4dyx and @ =k 11,
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Hence |Byy| = BoGcrust|@)- (4)

For crust conductivity of 10 S/m, the magnetic field magnitude will
be of the order of 4nx10? ¢ (in T) (conductivities of 10 S/m refer to soil
conditions). If we use a value of 0.01 V for the observed ULF electric
signals, we obtain a magnitude of the order of 1.10°'° T for the primary ULF
magnetic field that penetrates into the soil. Such values correspond to
geomagnetic pulsations magnetic field magnitude in the Pc3 range (with
period T = 10-45 seconds). However, under rock conditions, the
conductivity is of the order of 10 S$/m. Thus, the primary ULF magnetic
field magnitude requires greater electro-telluric field magnitudes. Therefore,
under rock conditions, the observation of ULF pulsations is facilitated. In
addition to ULF signals of magnetospheric origin, there are ULF electric
signals from internal, lithospheric sources [8, 9]. According to eq. (4), the
magnetic field magnitude would then be very low and its registration with a
magnetometer is likely to be hampered. For this reason, the magnetic field
potential A of the ULF signals of lithospheric origin has to be neglected.
This makes preferable the ULF electro-telluric measurements for ULF
signals of both the magnetospheric/ionospheric and lithospheric origin. The
period of the lithospheric ULF signals varies from twenty minutes to several
hours. Thus, ULF signals of magnetospheric origin have higher frequencies
than those of lithospheric origin and hence they can be easily separated from
each other. This peculiarity is used to design an integrated instrument for
measuring ULF signals from internal and external sources.

3. Penetration of Signals of Lithospheric Origin

Upon solving the corresponding wave equation assuming
homogeneous conductance, ©.ug, an illustration of the electric field
amplitude distribution in the lithosphere is obtained (Fig. 1). The
conductance Geny 1S assumed to be equal to 10* S.m. Fig. 1 shows the
amplitude decrease (in relative units) versus distance r for varying
frequencies: 0.001 Hz, .01 Hz, 0.1 Hz, and 1 Hz. For higher frequencies,
the signal decrease is substantially stronger. Fig. 2 demonstrates the
dependence of the decrease of a signal of given frequency when the signal
penetrates through a medium of varying conductances. Such a dependence
has to be observed for the spectral components of aperiodic electric field
signals,

The frequency dependence of the ULF signal results in:
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Jor periodic signals — different depth of penetration depending on
the frequency; thus, signals of higher frequencies could not reach the Earth’s
surface and/or would not be detected at the measurement point;

for aperiodic signals — change of the spectral content of the signal;
the disappearance of the higher frequencies would be observed like a
smoothing of the signal envelope. This process depends on the distance
between the source and the measurement point,

Following this general outcome, an important conclusion could be
drawn. At a measurement point that is displaced at tens, or hundreds of
kilometers away from the epicenter of the forthcoming earthquake, or the
source of the ULF disturbance that accompanies the earthquake, only
aperiodic, or quasi-static signals of large spatial scales and of frequency
spectrum strongly limited from above can be detected. Since ULF electric
disturbances of smaller scales (less than several km) cannot be periedic [2],
at such measurement points, only aperiodic disturbance can be detected.

o = 0.00015/m

0,001 Hz

|
1 10
T [km)

Fig. 1 Fig. 2

4. Method of Frequency Selection of ULF Signals

The ULF signals of magnetospheric and lithospheric origin posses
similar frequency spectra. The similarity of the frequency spectra suggests a
discrimination of the signals using other signal features. A strategy for
electric and magnetic field measurements of such ULF signals should rely
on the locality of the signals of lithospheric origin and the relative
homogeneity of the signals of magnetospheric origin because of the greater
scales of the latter. The higher frequency components of the signal
generated from the medium will disappear much faster than those of the
lower frequency components. It follows that when the distance » changes,
not only the overall amplitude should decrease, but the spectral content of
the lithospheric signal should be altered. Irrespectively of the initial

111



amplitude and the spectral content, the amplitude of the higher components
decreases up to 10 times the amplitude of the lower or zero frequency
components for distances of 20-100 km and middle Earth conductance
values, The ULF signals of lithospheric origin in the form of Earth electric
potential (EEP) variations belongs to a limited frequency band usually
below 0.02 Hz and have amplitude range of 0.01-100 mV depending on the
lithospheric conductance and the distance between the sensors. As for the
study of geomagnetic pulsations of magnetospheric origin, the following
frequency interval of measurement is chosen; 0.002-1 Hz [2].

On the basis of the above considerations, a ncw method of
discrimination of the ULF signals is suggested. This method is based on the
frequency selection principle [2]. It is suggested that both types of signals be
recorded by a common sensor system and common amplification, foilowed
by filtration and treatment in separate frequency ranges. Then:

- At the measurement point, both signals are discriminated in
different amplitude ranges. The comparison of their possible maximal
amplitudes produces a ratio of 107 in favour of the lithospheric ones;

- Signals of different genesis are displaced in adjacent frequency
regions overlapping in a tight frequency interval. An identification of the
signals in the frequency interval where both signals overlap is possible by
using additional characteristics depending on their genesis, Here are the
different polarization characteristics and the local signature of the
lithospheric signal.

5. Description of the Equipment and Operational Flow-Chart

We are presenting an instrument designed for selective measurement
of the electric and magnetic components of ULF signals of lithospheric and
magnetospheric origin at the Earth’s surface. The electric pulsations are
measured in DC — 1 Hz frequency range. Due to the large amplitude
variations of the signals, the whole DC - 1 Hz frequency range is divided
into 2 sub-bands: DC - 0.02 Hz (BW1) and 0.0602 - 1 Hz (BW2). This allows
for parallel processing of the signals from both sub-bands. Magnetic
components are measured in BW2 sub-band only. Both the magnetic and
the electric signals are measured in the East-West and the North-South
direction. The instrument consists of sensors, analogue module, digital
interface block, IBM compatible PC, and a modem. The instrument allows
for:
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1. Stand-alone operation at remote sites.

2. Multi-point synchronized observations and centralized data
acquisition,

Sensors. The electrical sensors are corrosion-resistant metal bodies,
buried in the ground, Depending on the soil’s composition and the level of
moisture saturation, the contact sensor-ground resistance varies in the range
50 Q - 50 k€. The sensors are placed at a distance of several hundreds of
meters from each other and from the instrument. The magnetic sensors are
sepatate units with their own power supply.

Analogue Module. The analoguc module is galvanically decoupled
from the digital module and the PC through optocouplers, with a separate
power supply. The overall flow-chart is shown in Fig. 3. The analogue
module deals with the correct reception, amplification and subsequent
discrimination of the signals derived from the electric and the magnetic
sensors. The signals are divided into 2 sub-bands and converted into digital
pulses of varying frequencies. The input resistance {Rin} of the electric
sensors is greater than 10'> Q. The filter (F) suppresses parasite signals
outside the active DC-1 Hz bandwidth, especially those from industrial
power lines 50 Hz/60 Hz and their respective harmonics. The
Instramentation Amplifier {IA) provides the signal difference between each
pair of electric sensors for further processing. The Low Pass Filters {LPF),
High Pass Filters (HPF) and the Amplifier (A) divide the signals from each
pair of electric sensors into two sub-bands, The same procedure is followed
for the signals from the magnetic sensors in the BW2 band. Each of the
analogue signals is then converted into pulse sequences of varying
frequencies, using Voltage-Frequency Converter (VFC) and then fed into
the digital module via optocouplers (O).

Digital module. The digital module works as a frequency meter, The
number of pulses in each pulse sequence, counted within a time frame of 0.1
s, defines the instant frequency of the respective channel. The digital
module converts the instant frequencies into 12 bit words and stores them in
the PC. The sampling rate of the BW1 range is 1/60 Hz, while that of the
BW?2 range is 5 Hz. The digital module is designed in such a way as to be
directly integrated into the IBM AT PC. The digital module also generates
commands controlling the calibration of the analogue module. In Fig. 3, the
digital module is marked as INTERFACE

A supporting software package is developed to assure to proper
functioning of the instrument. It consists of software, supporting the
measurements {MS) and software, supporting the data acquisition (DAS).
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MS performs the real-time astronomic synchronization and re-scaling of the
measured signals and their storage in the local PC. MS provides a
visualization of the measured signals from BW2 bands in the last 90
seconds and the signals from BWI1 bands in the last 9 hours. DAS is
responsible for acquisition and collection of the data from all measurement
sites. DAS supports an operational database. The software package supports
the transfer of data from the measurement sites and acquisition center
through modems.
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Fig. 3 The mstrument’s operational flow-chart.

6. Summary of the Instrument’s Technical Characteristics

1. The input electric signals are differential voltage between two
sensors placed in the ground at a distance of 100-500 m. The electric
sensors are connected to the instrument by isolated non-shielded wires. The
magnetic sensors, placed at a distance of 25 m from the instrument, are
connected by shielded cables.

2. Dynamic range and frequency range:

2.1, The dynamic range of the quasi-static electric signals in the
frequency band DC + 0.02 Hz1s -0.5 V + +0.5 V,

2.2, The dynamic range of the electric signals in the frequency band
0.002Hz+1Hzis-0.02 V= 1002V,
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23. The dynamic range of the magnetic field signals in the
frequgcncy band 0,002 Hz + 1 Hz is —2.10° T + +2.10°® T with resolution; +
1107 T.

3, Filtering and clectromagnetic compatibility:

The input filter {F) consists of two parts with a buffer repeater
between them. The entire damping for disturbances in sin-phase with a
power-line frequency of 50 Hz exceeds 100 dB.

7. Observational Data

The periodograms, shown in Figs. 4 and 5 for daytime and nighttime
conditions respectively, illustrate the evidence of long-period pulsations
observed by the measuring system. The spectrum in the figures is obtained
during daylight and night hours. The daylight spectrum consists of three
periods: ~ 300, 600 and 900 s. The spectral component with period 7= 300
s is the most intense one. Under night conditions, the periods of the spectral
components increase to 1,000 s and more,
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Fig. 4 Periodogram of day-hour pulsation (Period in minutes).
Pulsations of pertod ~ 5 min and their harmonics at 10 and 15 min are

clearly observed.

Ouwr preliminary data set reveals the existence of geo-electric
pulsations in the 60—1,800 s range. The period of these pulsations appears to
vary from day to day. This means that the processcs responsible for their
generation have a time scale of several hours or less. Our preliminary
conclusion is that their energy source is probably of ionospheric origin,
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Fig. 5 Periodogram of night-hour pulsation (Period in minutes).
Pulsations of period 20 min are observed.
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Fig. 6 Long-term drift of the Earth quasi-static electric potential.

Another feature of our ULF measurements during July 27 — August
08, 2000, is a slow increase (drift) of the magnitude of the Earth’s clectric
potential ¢ (Fig. 6). This drift (measured over the whole interval) does not
exceed the diurnal (regular) variations and is less than 20-30 percent of the
mean potential. Ralchovski and Komarov [7] have already observed long-
term drifts of the Earth’s electric potential. A long-term change in ¢ at the
same station (Vitosha} has had nearly half-a-month duration before the
Vrancea earthquake in March 1986. This could be ascribed to possible
changes in the Earth’s conductivity during earthquake preparation
processes. Our Earth electric potential drift is followed by two earthquakes
of magnitude M > 5 which occurred on August 23, 2000, in Vrancea
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(Romania) and Izmir (Turkey). Although our data set shows the same
feature as in March 1986, the data set is insufficient to connect this drift to
lithospheric conductivity changes.

8. Conclusion

We have provided theoretical grounds for the advantage of recording
the electric field of ULF signals of both 1onospheric (magnetospheric) and
lithospheric origin.

We have designed an instrument that includes two principal
measuring fracks: first, quasi-static geo-electric variations (originating from
the magnetosphere and/or lithosphere) superimposed on the diurnal changes
in pulsation dynamics; second, ULF geo-electric variations of periods 0.002
Hz to 1 Hz. It provides ULF wave measurements of higher sensitivity.

We have recorded ULF oscillations of period 300-1,200 s from both
measurement tracks. Qur preliminary conclusion is that these oscillations
have unstable periods.
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METO/ M1 ATIAPATYPA 3A U3MEPBAHE U
CEJEKIYSA HA MATHUTOC®EPHHA U JINTOCPEPHH
CUI'HAJTA HA 3EMHATA ITOBBPXHOCT

Boiiuo Boilues
Pesrome

B paboTata e HanpaBcHO W3CACABAHE HAa MAPAMETPUTE Ha
nuTochepHUTe M HHAYUHPAHHTC MATHUTOCHEPHE CHIHAIM B 3€MHATa
IIOB'I)pXHOCT. HSOJI('}IIB&HO € 3aTHXBAHCTO Ha CHI'HAJIHMTE IIpA TAXHOTO
pasnpocTpaneHEe, 1IpeiuIoskeH € METO 3a SAHOBPEMEHHOTO HM M3MEPBAHS
n ceneknus. Ilpeacraseny ca M OeTalilHO ONMCAHM W3IMEpBAaTENHa
ATapaTypa M CHCTeMa 32 MHOTOTOYKOBH W3MCPBAHHS PEANM3MpPAIM TO3K
merofl. [IpeacraBenn ca JaHHA OT M3MEPBAHUATS, WIKOCTPHpaNy paboTaTa
Ha alapaTypaTa Ha ABa H3MEPBATC/IHH [I0JUIOHA.
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Abstract

A4 generalized model of an oscillator is considered, subject to the influence of
external waves. It is shown that the systems of diverse physical background,
encompassed by this model, should belong by their nature to the broader class of "kick-
excited self-adaptive dynamical systems". The theoretical treatment includes an analytic
approach to the conditions for emergence of small and large amplitudes, i.e. weak and
strong non-linearity of the system.

The article also considers the presence of a small horseshoe in the dynamics of a
particle under the action of two waves. Originally, the problem comes from the plasma
physics despite the existence of some other applications of the differential equation
studied here.

1. Introduction

Here, the generalized "oscillator-wave" model is considered and it is
shown that the inhomogeneous external influence is realized naturally and
does not require any specific conditions. The systems covered by the
"oscillation-wave" model immanently belong to the generalized class of
kick-excited self-adaptive dynamical systems [1-5]. Attempting maximal
clarity of the sequence of presentation, we consider the excitation of oscillations
in a non-linear oscillator of the "pendulum” type under the influence of an
incoming (fall} wave. We will show that, under certain condition, non-
attenuated oscillations will arise in the system with a frequency close to the
system’s natural frequency and amplitude belonging to a defined discrete
spectrum of possible amplitudes. A second important quality also appears -
self-adaptive stability of the excited oscillations with given amplitude for a
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where ) is the frequency of free oscillations having an amplitude a,

2 2
q = 2@ ) = af{l £ 4 O(a‘)} ,
a 8
. . Eq
Jx () are Bessel functions of the first kind, F, =—.
m

The excitation of continuous oscillations with frequency w = @, close
to the oscillator's natural frequency is only possible under the condition

2 . . .
—;za >1, where 4 is the wavelength of the influencing wave. As result

of the interaction of the oscillator with the wave a frequency
components appears in the force spectrum that is close to its natural
oscillation frequency. Then the action of these spectral components
becomes dominant and the right-hand side of equation (1) attains the form:

—I—Eq Z.In(ka)sin(vr —nf) =
n

H=—0a

=F, {J, l(ka)sin[an‘ - % = I)a:| ~J, (ka)sin[a)z + (i + I)a]} )

Under the condition v > @ the resonance area of the nonlinear
oscillator can be entered by several spectral components of the exciting
wave each of which could excite the oscillator into stationary oscillations
with amplitude belonging to a discrete sequence of possible amplitudes.
For fixed parameters of the oscillator and the wave the excitation of
oscillations with amplitude from the possible sequence of amplitudes is
determined by the initial conditions. In accordance with relation (4), the
values of the discrete sequence of stationary amplitudes can be calculated
by the formula:

2

Averaging the right-hand side of equations (3) and taking into account
(5), we determine:

da F X
L= —§a+—[J _ (ka))+ ], (ka,)]sin(pr — 7,)
dt 2, el
dee. Q'-w® F ) ’
: = S0 [J(ka,) I, (ka)]sin(pt - 7,)
dt 20, 20,4,
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broad range of the incoming wave's intensity.

Leaving the details, the equation describing the motion of one particle in
two electrostatic waves allows perturbation methods to be applied in its
study. There are three main fypes of behavior in the phase space - a limit
cycle, formation of a non-trivial bounded attracting set and escape fo infinity of
the solutions. One of the goals is to determine the basins of attraction and to
present a relevant bifurcation diagram for the transitions between different
types of motion.,

2, Model of the interaction of an oscillator with an electromagnetic
wave: approach applicable for small amplitudes of the system's oscillations.
Let us consider the interaction of an electromagnetic wave with a weakly
dissipative nonlinear oscillator. Let the electric charge ¢ having mass m
oscillate along the x-axis under the influence of a non-linear returning force
around a certain fixed point. The electromagnetic wave also propagates along
the x-axis and has a longitudinal electric field component E, The equation of
motion for the charge interacting with the wave can be represented as:

m(% +26,% + @’ sin x) = Egsin{vt — kx) (1)
where 29, is the damping coefficient, wy is the natural frequency of small

oscillations of the charge, v is the wave frequency and & is the wave number.
The case considered is: v » wq.

We assume that the excitation of charge oscillations by the influence
of the wave does not perturb significantly the symmetry of the charge's
motion around its equilibrium position and the coordinate of the charge
changes according to the law

x=asing, f=wt+a, a=alt), a=afl) (2)

Substituting the solution (2) in the right hand side of equation (1} we
obtain;

Eqsin{vt — kasin0) = Eq Y J, (ka)sin(vi—n8),

Letting x = awcosf, asinf+aucosf =0
in accordance with the Krilov-Bogolyubov-Mitropolskii method [6], we
obtain to first order:

% =-20,a+ ot ZJ” (ka)sin(vt —n6)cos
D e
2 .2 ”:"w w (3)
‘;‘;‘ -8 2a)m —%Z;OJ (ka)sin(vi — n@)cosf
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v v v
where p=v——=<<wo,, 7, =—a, o, =—.
o, A s

In accordance with the familiar recurrence relations for Bessel
functions, equations (7) can be represented in the form:

dt K 8
s I oy <] J'_ ka ! —
dr 20, a " (ka,}cos(pt~7,)

. ir d
In the case of stationary oscillations (@3'— =0 and % =() from

equations (8) we find:
fg}’ n 2§daswszk J',s' (kav)
TRl -elp J,Ga)
The connection between the intensity of the wave's
longitudinal component and the amplitude of oscillations has the form:

e :[afoa)fﬁdk}z _{am(Qf -cof)]z_ ©
v/ (ka,,) 2J" (kay,)
For high intensities of the wave, equation (9) can be represented as:
a,; (4, ~a,
© 8, (kay)

The first term in formula (9} represents the minimal threshold
value F, of the wave's intensity. If the intensity of the wave is smaller
than this threshold value only the excitation of forced oscillations with
frequency equal to the wave's frequency is possible. For wave intensities
above the threshold value depending on the initial conditions, the
oscillator's motion is realized with one of the amplitudes from the discrete
sequence (6). When v > wg each amplitude is realized for oscillation
frequency close to the oscillator's natural frequency. Using the approach,
developed in [3], it is not difficult to show that for fixed values of the
frequency v and the amplitude F, of the external force the oscillator'’s
motion with amplitude from the discrete sequence (6) is stable.

The performed analysis shows that the continuous wave having a
frequency much larger than the frequency of a given oscillator can excite
in it oscillations with a frequency close to its natural frequency and an
amplitude belonging to a discrete set of possible stable amplitudes.

The settling of certain particular amplitude depends on the initial

122



conditions. When the motion becomes stationary the amplitude’s value
practically does not depend on the wave's intensity when the latter
changes over a significant range above a certain threshold value. This is
reminiscent of Einstein's explanation of the photoelectric effect using
Planck's quantization hypothesis. In this case the absorption is also
independent of the incoming wave's intensity. Besides, the absorbed
frequencies can be expressed as integer multiples of a certain basic
frequency reminding of resonance phenomena,

3. Approach for large amplitudes of the oscillations in a
nonlinear dynamical system subjected to the influence of a wave

Let the nonlinear oscillator is an electric charge ¢ with mass m and it is

able to oscillate along the X-axis with a small friction force 28,X . Let an

electromagnetic wave propagating along the X-axis acts upon the oscillating
charge. Let us assume that the wave has a longitudinal component of the
electric field £ . The equation of the charge motion becomes
X +28,X +0>sin X = P, sin(vt, — kX — ¢), (10)
where ®, is the resonant frequency of small amplitude
oscillations P, = E yq / m ; v, ¢ and k are the frequency, the initial phase and
the wave number respectively, ¢, is the real time. We assume v>>®,, .

Let us introduce the dimensionless time?=w,¢, . In this case, Eq.
{10) takes the form
X +28,X +sinX =F, sin(mlr—kX—@,') (11)
where 28, =23,/w,, F, =P, /o>

In order to integrate the Eq. (11) with the methods of the Theory of
nonlinear oscillations, we apply the approach developed in [3, 7]. We
introduce a new variable y and nonlinear time z,

y=signx_|2 sinx'dx'=23in%, (12)

") Similar equations describe the behavior of cosmic charged particles in certain conditions, the
processes in radio-frequency driven, quantum-mechanicat Josephson junctions, charge density wave
transport and other systems.
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d B g (13

dr dy sinfX(y)]

S0, the nonlinear reactive term sin X in the Eq. (11) may be
“excluded”. The functions X(y) and G(y) in (13) are easily expressed by
taking into account (12) in the form

X(y)=2 arcsin[g—], G(y)= o 1 (14)

[
4
Substituting (12} and (13) in (11) we obtain
i
i—yw: —26d@+FO sin| ——#(2) - kX () — 0 |VG(3) (15)
d‘fz d’r (Do

The further consideration will be performed for the following
interval of y values: -2<y<2,

Before the integration of the Eq. (15) we will mention, that the
solution will be quasi-harmonic with nominal frequency ®, =v/N , where

N>>1 is a positive odd number, however ®, ~®,. That is why we will
write the Eq. (15) in the following form:

d* d v

£ iply=-28,21F, sm[b—r(r)th(y)—cpJG(yn ®% -1y, 16
dat dt @,

where B~1 corresponds to the difference from the resonant frequency.

We assume that in excitation of the charge oscillations by the wave
its motion is symmetric with respect to the equilibrium and the charge
coordinate changes in agreement with

y=RcosPt=Rcosy {17)

The dependence of the normalized time ¢ on the angle y can be
expressed in agreement with {13}, (14) and (17) as

1Y d¥

T :l d¥ =EK(£), (18)
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where K (%) is a complete elliptic integral of first kind.

By use of (18) the coefficient B is expressed in the form

b= nw, N

Now we can solve Equation (16).
The shortened (reduced) differential equations for the amplitude R

and phase ¢ may be written as:

AR 17
—_—=—— I L[R cosy,~BRsiny, e(y — (p):lsin ydy, (19)
dt  2ap g
d 1 2n
@ L[R cosy,—PBRsiny,e(w — (p)]cos vdy,  (20)
dr 27p G
where
F N
L[R cosys,—BRsiny, ey — @)= 28 ,BRsiny + < sir{ ]
JI—R2f4coszt|1 2K(R/2)
Let us introduce the following designations:
H K&I2) snZ
{H;} - {! sin(rZ)cos[D(Z)]{an}dz , @21
K(R/2)
H nZ
{HZ} = 6[ cos(rZ) sin[D(Z)]{znZ}dZ (22)
51 _ costzycolp ™ az (23)
= cos(rZ)cos
H6 g cnZ
Hy] M in(rZ)sin[D(Z) sz (24)
yg{= |} sm(Z)sin 2

where Z = F(y, R/2) is an incomplete elliptic integral of the first kind,

D(Zy=2kE arcsir\[gan],%} E[-,;-] i1s an incomplete elliptic

intcgral of second kind, snZ and ¢nZ are sine and cosine of the amplitude
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(the Jacobi elliptic functions),
.
2K(R/2)

Taking into account the expressions (21)-(24), the shortened

Equations (19) and (20) for establishing the amplitude R and phase ¢ take
the form

dR F .

=~ Oak- 27:3[(H1 — Hj Jeos o~ (Hjs + Hy)sin g}

do £, .

i Hy —Hylcoso—(Hg + He)sino|—{B-1)..

2 ZnBR[( 2 —Hy)cos@— (Hg + Hg)sing| - (B-1)

For the stationary mode (i—R =0, ? =0 ) we obtain the following
T T

expressions for the established values of the amplitude R and the phase o:
Fol(H\ — Hy)(H — Hy) — (H, ~ Hy)(Hs + Hy)| 25)
27Tl35\/[°'(H1 —Hy) = (Hy —H)F +[o(Hs + Hy) - (Hy + Hy)[*
(p=arctgG(HI_H3)_(H2_H4) 26)
o(Hs + Hy) - (Hg + Hyg)
where o=(B~-1)/8,.

R=

4. Presence of a small horseshoe in the dynamics of a particle

under the action of two waves
Originally the problem comes from plasma physics [8] even though

that there exist and some other applications of the differential equation
which we shall study. Leaving the details, the equation which
describes the motion of one particle in two electrostatic waves is given
by

Xx=—Msinx— Psin{x —{), (27)
where x is the position of the particle measured in the frame of one of
the waves, P and M are dimensionless amplitudes of the waves. We
shall extend our model introducing a damping term in (27), and we
shall also assume that P << M. Under these assumptions the equation
that governs the motion of the particle can be written as

X + g0x + sin x = gf sin(vt — x), (28)
where x is again the position of the particle measured in the frame of
one of the waves, whereas &, f and v are real non-negative constants.
The form of the equation allows perturbation methods to be applied in
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its study. Our preliminary numerical investigation of {28) revealed very
rich dynamics depending on the change of parameters and initial
conditions. There are three main types of behaviour in the phase space
of (28) that can be observed:

» Approaching a limit cycle;
» Formation of a non-trivial bounded attracting set;
* Escape to infinity of the solutions of (28).

One question which is of natural interest here, is to determine the
basins of atfraction, and to present a relevant bifurcation diagram for
the transitions between different types of motion. Although that there
has been reached a significant progress in the understanding of the
behavior of driven non-linear oscillators, there exist some obstacles that
prevent clarifying the dynamics of particular examples. In our work
we present a rigorous result for existence of horseshoe-like dynamics
for (28) and hence for exhibiting the phenomena deterministic chaos. Our
result is as follows:

Theorem 1. The sufficient conditions for transition to
chaotic motion in the dynamics of equality (28) is fulfillment of

( 1 1

46 < fmv’ —— , (29)
\ cosh(zv/2) sinh(zv/2)
or
46 < fa® I +— 1 ‘ (30}
\ cosh(zv/2) sinh(zv/2)

The organization of our study is as follows: In next section we
shall give a short account of the Melnikov method in form convenient
for our problem. Then we shall prove Theorem 1. In the last section we
shall say some words on the physical implication of our result.

4.1. Short summary of the Melnikov method
We shall explain the Melnikov technique following [9].

A. General assumptions and geometric structure of the
non-perturbed system,
Consider the system of differential equations
x=JD H{x)+ eg(x,t,&) (31)
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where (x,f)e R*xT' and J is the symplectic matrix defined by

Jz[fl :J

We get the following structural assumptions:
1. The functions

JD.H:R* > R*
g:R2xRxR—R>
are defined and at least C? differentiable on their respective domains of
definition, and that g is periodic in ¢ with period T =27z /@ .
2. The system (31) with ¢ = 0 is referred as unperturbed system.
About it we shall assume that it possesses a hyperbolic fixed point x,,

connected to itself by a homoclinic orbit x,(f) = (x; (£}, x; (£)) .

3. Let denote by W7 (x,,) the set of points x€ R’ that approach
Xy, 88 £, and by W¥(x,,) the set of points xe R” that approach
X,, @ { > -, under the action of the unperturbed flow

x=JD _H(x) (32)

Wi(x,,) is referred as asymptotically stable manifold for x,,, and
W*{(x,,) is referred as asymptotically unstable manifold for x,,. Denote
by T, =xeR®|x=x,0,1eRH0 g, =W (x0,) AW () U fro, )
We shall assume that interior of I, is filled with continuous family of
periodic orbits x*(f) of (32) with period T%, ae[-1,0] and
Li_r:{a}x“ {t)=x,(t) and lal_% T% =00,

When viewed in three-dimensional space R’ xS, the hyperbolic fixed
point x,, turns to hyperbolic periodic orbit y(¢) = (xo_},,é’(r) =t + a)a) of

the system
i=JD H(x) 33)
b=w

and so do W'(x,,) and W¥(x,,) which turn to two-dimensional

asymptotic manifolds W' (y(f}) and W " (¥(t)} which coincide along the
two-dimensional homoclinic manifold
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T, ={x.0)e R xS|x=x,(),t e R} fx, , x S}.

B. Geometrie structure of the perturbed phase
space.

Here we shall argue that most of the upper structure goes over for
the perturbed system.

x=JD _H(x}+ &3(x,86,¢8)
b=w
Propeosition 1. For ¢ sufficiently small the periodic orbit ¥(t) of (7)
survives as a periodic orbit, y_(£)=y(t)+ O(e), of (34) having the same

(34)

stability type as y(t), and depending on £ in a C’ manner. Moreover,
the local stable and unstable manifolds W, {y ()} and W, (y.(£)) of ¥ . (1)

remain also C? g-close to the local stable and unstable manifolds
Wi (7)) and Wi (r(®) of 7(6), respectively.

Remark 1. The concept for local stable and unstable
manifolds becomes clear when one represents the stable and unstable
manifolds of the hyperbolic fixed point (periodic orbit) locally. For
details see [9] or [10].

Now, the global stable and unstable manifolds of y, (¢} are

W ) = 5. 0 7, (7, (00),

150

&, )=\ 8) 7 (. ()

t=0
where we denote by (x,6) the phase flow of (34).
Consider the following cross-section of the plane R? x §
®% ={(x,0)c R* |6=4,}.
®% is parallel to the x-plane (and coincides with the x-plane for g, =0).
Note that y(f) "®% =x,, and I, n@% = {x eR’|x=x,,,te R}= r

o.h )
Consider a trajectory

(x, (1), 6()), (35)

of the perturbed vector field (34). Then its projection onto ®% is given by
(x, 0,6 )=w(y.O))Ww* 7,()). Since x (1) actually depends on 6,
(as opposed to x(f), for some solutions {x,(1),8(¢) of (34)), the
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perturbed vector field {34) is non-autonomous, which may result in a
very complicated picture of (35) in ®% , possibly intersecting itself. The
points from the Poincare map P, defined as the successive points of
intersection of the solution (x,(¢),6()) with ®%, will be mapped also
onto this curve. It turns out that these points can form very
complicated (non-trivial) sets due to fransversal intersection of the
asymptotic manifolds W*(y.(z)) and W*{y,(:)). One computable
criterion that assures such dynamics is given by:

Proposition 2. [19] Suppose that we have a point (t,,6,)=(Z,,6,)
such that

1. M@,,6)=0,
2, @/{ =0,
o1, {1,:8,)

where M(t,,6,) is the Melnikov vecior

M@,,6,)= ?DH G, (D)9, (O), @t + 8, ,0)dt

Then W‘(}_@__ ) and W*{y_(t)} intersect transversely at
(xb (~t,)+0(),8,} and consequently (from the Smale-Birkhoff
homoclinic theorem) for the map P, there exists an integer n > 1
that P has an invariant Cantor set on which it is topologically
conjugate to a full shift of N symbols.

C. Proof of Theorem 1.

Consider equation (28) written in the form

' =x?,
% =sinx' + g[-&* + fsin(@—x")], (36)
f=v.

Then the following lemma holds:
Lemma 1. For & = 0 system (36} contains hyperbolic periodic orbit
M=(3,%2,60))=(+7,0,vt+6,)e R? xT".

This orbit is connected to itself by a pair of 2-dimensional homoclinic
manifolds given by
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(xi (6), x2(5), 9(t))= (i 2 arcsin{tanh(f —¢_}),+ VE+ 6, ) (37)

cosh{f —¢ )
Proof. We easily see that (+x,0) is a hyperbolic fixed point of

2

i'=x?, x*=sinx',linearizing (36) (for £ = 0) about it. A trivial

check gives that (for ¢ = 0) (37) in solution of (36). Furthermore,
using asymptotic of (37) we obtain that it connects (£ 7,0,v+8))
to itself. This proves the lemma.

Using Proposition 2 and hyperbolicity of (37), we conclude
that for £ # 0, (37) turns to hyperbolic periodic, orbit which we
shall shortly denote by y,.(1)=(*7+0(£),0+O(e), vt +8, ). From
Proposition 2 it follows that its asymptotic manifolds W*{y_, (1)
and W'y, ,.(t)} will intersect transversely if the corresponding
Melnikov vector

Mi(to’go’é"f)v):

= o]:—&(x,fi (t —rg))2 +f sin(vt+ 8, —x, . (t ‘fo))’f;,i (t—1, )]d; =

2 Y +2 : ,
- 5( cosh(t 7, )) +f (m] sin{vt + @, + 2arcsin(tarh(t — ¢, )})) |dt.

has a simple zero. Furthermore we fix 6= &, , which defines the cross-

Il
§ Cmmy 8

section

0% ={(x,,x,,6)|6=6, <[0,2m)},
and consider the Poincare map P%: @% - ®@% generated by the flow
{36). In order to make the conclusions we pursue about the dynamics of
P% we need to compute M {t,,8,,0,f,v). After some algebra we

£

obtain for M,
M. (t,,6,.8,f,v)=-86£2fsin{vt, +8,) [I, F21,],

where
“t1—sinh’ " sinhz
5= I—wms(vr)drz v I = : sin(vz)dr,
* cosh’ r ~cosh® 1

0

% sinhr . v “¢lsinht
I, = si{ve)dt =— cos(vridr.
? _I cosh® ¢ {ve) 2 _lcosh2 T @)

L]
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The integrals J; and I; are evaluated by the methods of residues.

The standard calculation gives

7[\?2 7WZ

j=—————; and I,=————.
cosh(av/2) 2sinh(zv/ 2)
Hence, for the Melnikov vector M, we obtain
: +
cosh(zv/2) sinh(mv/2)

Mi(to,ﬁo,é',f,v)=—8§i2fmz2|: :lsin(vto +6))
(38)
Then fulfillment of (3) assures existence of simple zero for
M. (,,.86,,56,f,v)=0,
and hence transversal intersection of the asymptotically stable manifold
W*(y..) and asymptotically unstable manifold W"(y,,), whereas the

fulfillment of (30) assures existence of simple zero for
M_(,,8,.90, /,v)=0

and hence transversal intersection of #°(y, ) and W"(y,_). Now, from

Proposition 2 it follows for ¢ > 0 sufficiently small there exists an
integer » > 1 such that the map Pf" has an invariant Cantor set,

subset of the Poincare section ®%, on which the power (Pf") is

conjugate to a full shift of ¥ symbols.
The last implies that high sensitiveness of solution to the
choice of initial conditions, or equivalently deterministic chaos.

5. Conclusion
The analysis shows the following two essential features of the system
considered.
1. There exists a discrete set of possible stationary stable amplitudes,
which can be approximately determined under certain conditions.
2. There exists a threshold value for the amplitude such that for values
above it the discrete states are stable,

The phenomenon of continuous oscillation excitation with amplitude
belonging to a discrete set of stationary amplitudes has been demonstrated
on the basis of a common model — an oscillator under wave influence. It is
shown that the conditions necessary for the manifestation of this
phenomenon are realized in a natural way in an oscillator system interacting
with a continuous electromagnetic wave.

Modeling the system of an oscillating charge under wave influence has
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been considered. It has been shown that the continuous wave with spectral
components, considerably higher than the oscillating charge’s natural
frequency, excites charge oscillations with a quasi-natural frequency and
amplitude belonging to a discrete set of the possible stationary amplitudes,
depending only on the initial conditions. The considered model may be used
for phenomenological investigation of plasma particles with electromagnetic
waves interactions and waves in the Earth ionospherc and planetary
magnetospheres.

In fact the main consequence of Theorem 1 is the strong dependence
of the solution of (28) on the choice of initial conditions. The
phenomenon deterministic chaos arises often in the dynamics of the
driven non-linear oscillators, In this regard our result is not surprising,
Anyway, we think that it is useful to present such a condition for the
parameters of the system which guarantees appearance of a Smale
horseshoe like dynamics, since usually the homoclinic bifurcation (due to
a simple zero of the Melnikov vector) is one of the first bifurcations that
occur in the transition from regular to irregular motion for a given
system. We want to emphasis that the homoclinic tangency (predicted
with a good accuracy by the Melnikov analysis), as a rule, implies
formation of a fractal boundary for the basins of attraction. The last
makes difficult clarifying the global dynamics on specific examples,
The other two types of motion, outlined in section 4, are treated by the
means of the averaging theory using a sub-harmonic Melnikov function.
Our results are subject to a forthcoming paper.
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OCIMJIAITMOHHO-BhJIHOB MOJEJ
KATO HEXOMOTEHHO BOJIEHA THHAMIYHA
CHUCTEMA

Braoumup [Jamzos , Huxonaii Epoxus , ITnavenTpernues
Pe3toMe

Pasrmenan e o0obmeH Mofen Ha OCIUIATOp, HaMMpaml ¢e IIoX
BBHIITHO BWIHOBO BB3feHcTre. [Tokasato €, 4e CHCTEMH C PasIMIHa (PHU3NIECKa
IpUpoa, o0CAMHABAHN OT TO3H MOAE, MPHHALIEKAT KbM [T0-001HMA Kiac " KHK-
BE3OYIMMH  CaMO-ai@ITUBHE  jguHaMuyeM  cucreMu”.  TeopeTsHOTO
Pasriek/IaHe BIIOYBA aHAM3 B YCIIOBHATA HA TOIEMH H MaJIKH aMILTHATY M, T.C.
CIIyuauTe Ha CHIHA M ¢Iaba HeJMEEHHOCT Ha cucTeMara. CTaTHATa PasIieia
CHIIO HUIMYMETO Ha Taka HapeueHara noAxoBa Ha CMein B AWHAMMKATZ Ha
JacTHlla, HaMKpallla ce MO Bh3ACHCTBUETO Ha JIBe BRIHK. To3M npobieM uasa
OT (U3MKATA HA IUIA3MATA, HO JU(EpeHIMAIHHTE YPaBHEHIS, PasISKIaHH B
CTATHATE, MMAT H MHOXECTBO JPYTH NPUITOKEHUS.
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Abstract

A new non-diffusive mechanisim of charged particles acceleration is
considered. The latter is conditioned by the wave-particle interaction in the
resonance of second order that corresponds to the nonlinear oscillator excitation
by an external force. The calculations show that a leap of the accelerating particle
can be observed in the process of the resonance interaction, from one potential
well to another that moves with a greater velocity. A sequence of such leaps
through out the separatrix leads to particles acceleration with multiple increasing
of their kinetic energy. The mechanism of charged particles acceleration under
consideration is realizing when the conditions are fulfilled as follows. For the
charge that has been captured in the potential well of the wave package n-th

harmonics with a frequency @, , wave vector K, and amplitude E_, a resonance

of the second order with (n+1)-th harmonics should be fulfilled. The harmonics
phase velocity @, /x, is to increase with the increasing of n, ie

@, K,y > @, [k, The regions of the captured particles velocities must adjoin

Jfor neighboring harmonics. The waves amplitudes are sufficiently enough for
nonlinear oscillator excitation and throwing it throughout the separatrix. In this
way, a new mechanism has been found of non-diffusive charged particles
acceleration by a package of electrostatic waves with small but finite amplitude. A
procedure of parameters selection is formed for the sequence of harmonics in the
package that take part in the charged particle acceleration process. The effect
under consideration is of interest, particularly, for the problem of cosmic rays
generation and interpretation of origin mechanisms of accelerated particles flows
(of electrons and ions} that are observed in the space plasma.
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1. Problem formulation and basic equations
Let us consider a charge interaction having a mass m with a package
of electrostatic waves consisting (n+7) modes with frequencies @, , wave

vectors k, and amplitude E,. Considering one-dimensional case, the
equation of the charged particle motion can be presented in the form:

N
mx, =qE, sin(k x—~o, t+y,)+ ZEE sin(k,x—@,t +y,) (1)

n=1

where y, is the wave phase, @, =w(x,) is determined by the dispersion
equation. We assume that charge velocity x, is close to the phase velocity
@,/ x, in the initial moment of time. For the numerical study it is suitable

to pass over a counting system that moves with velocity of @, /x, and to
introduce dimensionless time

w
x:k_o't'i‘kl, 'l‘:a}m,m:l-nt, AH ':Enl'rEo

4] Q

fomrzﬁn :(qkoEo fm)uzi dn Ikn ";ko’ 60.

nonlin

=(koa)rz - knmo)‘;koa)

nonlin

@

where @,,.;, 18 bounce-frequency of the oscillations that have been

captured in the potential well. Varying the initial counting point of time we
can make that w, 7. As a result, substituting (2) into Eq. (1) we obtain

finally

2 N
j;;“in}’:ZAn sin(g,y - Q,7+¥,)= f(.7) 3)
n=1

Equation (3) describes the nonlinear oscillator motion in the
potential well U_{y)}=(l—cosy) when interacting with the force f(y,7).
If f= 0, the oscillator energy preserves, & =0.5y +U(y), and 0< &€ <2,
|y,| <2 corresponds to the particle that has been captured in the well

—zx<y<mnm . The spectrtum E, (k,) that is considered to be given

determines the wave amplitudes.

Below, a mechanism of charged particle interaction with waves
package will be considered as follows. At the first stage, the force
J1 = 4;sinlg,y— Q7+, swings the oscillator in the potential well U (y)

on the basis of the resonance of the second order, when Q, ~2. The later
causes a transition throughout the separatrix & = 2, Further on, the charge is
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captured by the wave E, sin(g,x—@,7+¥,). At the second stage, the force
;= A, sin{g,y—Q,v+y,) accelerates the charge due to the resonance of
the second order at the frequency ,. The charge makes a transition
throughout the separatrix into the potential well U, that is created by a

wave moving with a phase velocity vgl) =@, / k,. There upon a capture by
the wave 2 occurs (the wave 2 moves with phase velocity of @, / £, ), and so

on, up to the phase velocity of vé” = @, / k, . Thus, we consider a package

in which the phase velocity vf,” ) increases when the number  increases
while  the charged particle acceleration by  velocity is
Av, =(a>N Ik N)—(a)ox’ ke). In the case of electronic Lengmuir’s waves in
the plasma without magnetic field, the dispersion equation has the form:
o’ (k) = o’ pe(1+3k2r§), where @, is the electron Lengmuir’s frequency,

112
IR =(I; ! m e’ pe) is the Debay radius. Hence, for the clementary

Lengmuir waves the phase velocity increascs when the vector & decreases.
Taking into account this circumstance, further on we can, e.g., assume that
ky =k, +nAk, where Ak=(k,-k,)/n<0. Then, g,=1+nAq,

Aq=(qN—I);’N.

As we have already mentioned above, in the mechanism of charge
acceleration under consideration the charge energy increasing is due: §) to
the growing of its oscillations in the potential well U,, on the account of
second order resonance with the mode (N+1), i) to the transition throughout
the separatrix and iif} to the capture into the potential well U,,,,. Further on
the process repeats. For securing the process to be uninterrupted and cyclic
it is necessary to have mating of the particles velocities intervals that are
captured by neighbouring modes » and n+1.The necessary condition could
be obtained by the way as follows. Let g are some numbers from the
interval (0,1}, i.e. 0< g <1. The particle that has been captured in the

potential well of the mode n, when crossing the separatrix in the well U,

will have a velocity (Qn / qn) + Z(An f’gﬂ)m . This wvelocity should
correspond to the particle velocity that has been captured by the (n+7) mode
/2

(Q,m / q,m)— 2&:,,*_1(/1n+1 / qm) . Hence, when choosing the mode
parameters it is necessary to have in mind the condition of the mating of the
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captured charges velocities intervals,
1/2

(Qn fgn)-l-z(Aﬂ /q, )”2 > (Qn-u fgu«}—l)_zgrs-ﬂ(An-t-I ’fqn-n) 4

Even, for exciting the particles oscillations by (n+1) mode —
particles that has been captured into a potential well U, - it is necessary to

ensure a second — order resonance, i.e. to satisfy the condition
Qrz+1 - Qrs g;ﬂ = 2‘V‘ QnAn (5)
H

at the frequency of the (n+7) mode in a system of coordinates that moves
with phase velocity €, /¢, and also at the bounce — frequency of particles

oscillations captured in the potential well U .

Besides the conditions (4) and (5) let determine the amplitude 4,
choice. First of all we notify that usually the amplitudes E(k) change
considerably at Ak ~ k for an sufficiently wide wave spectrum. In the case
under consideration An ~1 is connected with a lower change of the wave
vector Ak << k. That is why A could be regarded to be a slowly changing
Aﬂ
conditions of wave package generation, 4 could decrease as well as
increase when increasing n. Here we will study the case of 4, decreasing
when increasing n. The rate of A4, decreasing is determined by the number
of modes that take part in the charged particles acceleration as the minimum
A, will not ensure yet enough exciting of the nonlinear oscillator in the
condition of the second order resonance.

The last question left is the choice of the mode phases ¥, . Below,

functions of the mode number #, i.e. IA << Anl. Depending on the

ntl

they have been chosen by an experimental way from the interval (-x,7).
But we should notice that, accordingly to the calculations made for each
mode n, there exist several subintervals of favorable phase ¥, that further

charges acceleration,

2, Numerical study of charge acceleration by wave packages
In the course of numerical study of Eq.(3), the starting point was the
consideration of the influence on the oscillator y(r) with two modes r = 1

and n = 2 having parameters as follows:
4, =08, ¢ =085 Q =187, ¥ =x/4 Q,/q =22 ©)
4,=06, q,=0.65 Q,=308, ¥, =x/2, Q,/q,~4.738

The initial conditions for the oscillator y have been taken to be
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¥(0) = y(0) = 0. The calculations have showed that the mode 1, exciting
the oscillator due to the second order resonance, throws it away from the
potential well U, . We have an analytical approximation for the average

position ( y(r)) in the time period 7 <380 presented in the form:
{¥{(r)) 2722 +2.2(r ~342). This corresponds to the capture of the particle

by the modc 1, i.e. into the potential well U, (p,7). Further on, the particle

is captured by the mode 2 and the averaged by the fast oscillations charge
position is  described by an  approximation as  follows:

{¥(r)) 2 703.25 + 4.7384(r - 356),, where 7 & (380,1700).

Taking into account the dispersion, in the onset of the mentioned
interval by t it was |( y1)— < y(1) >| < 0.4 while by the end 7 ~1700 the

oscillation amplitude in the potential well U, was decreased down to the
level |(y— <y >| <0.26.

Afterwards, taking into account the mode 3, the Eq.(3) became to be
characterized with parameters
4, =035, ¢,=055 Q,=3855 ¥, =237/80, Q,/q,=7.009.
Parameters (6) have been used for the modes 1 and 2. The calculations have
confirmed the acceleration scenario presented above: gaining energy in the
potential wells U _,U ,U,, thereafter charge is captured by the mode 3. For

T>936 its average position can be determined by an approximation as
follows: {y(r)) 2 2026.23+7.009(r —947). At 7>1274 the amplitude of

frequency deviation in the potential well, created by the mode 3, is not
large: |( y{(7)— < y(1) >| <0.5. The diagram presented in Fig. | illustrates the

charge position y(r) when acting with three modes having parameters

indicated above and at the interval 7 <2600. The character of charge
oscillations after its caption by the mode 3 is shown in Fig 2. The phase

dy

plane (v, p), where p = e is presented in Fig. 3 for the interval z < 200
5

and in the Fig .4 — for the end of the calculations interval ¢ e(l 700,2000) .

The method of wave parameters selection that has been described
above convincingly demonstrates the possibility of increasing of the mode
number that take part in the process of charged particles acceleration and
furthers increasing of accclerated charges energy. In the following paper we
intend to analyze a non-diffusive acceleration by a package of ten modes.
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3. Conclusion

The results of the analysis presented can be summarized as follows, A
mechanism has been proposed of non-diffusive charged particles
acceleration with a package of electrostatic waves. The mechanism is
caused by a process of growing oscillations of the particle that has been
captured into the potential well. The latter is due to the second order
resonance at the neighbor mode that has a larger phase velocity with a
transition throughout the separatrix, and particle capturing by another wave.
The process described repeats cyclicly so as the consequence of resonance
interactions to correspond to the ever increasing waves phase velocities. A
method is formulated of selecting parameters of the wave sequence that
realizes the acceleration mechanism described above, Supporting numerical
calculations have been made. The developed method for analysis allows
adding by a simple enough way new modes to the rest and in this way —
increasing the charged particles energy. For the mechanism under
consideration the nonlinearity of dispersion equation (k) is of a principle
importance,

2
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HEJU®Y3UOHEH MEXAHU3BM HA YCKOPSIBAHE
HA 3APEJIEHH YACTHIIM IIO/I JEIICTBUE HA
EJIEKTPOCTATUYEH BBJIHOB MAKET

Braoumup Hamzos, Huxorait Epoxun, H. 3onvruxosa, Ilnamen Tpenves
Pezrome

PasriefaH ¢ HOB MEXaHH3BM 3a HeIM(DY3IMOHHO YCKOpDABaHE Ha
3ape/IcHH YACTHLH OT MaKeT €IeKTPOCTATAYHM BBJIHH, 0OYCHOBEH OT
B3aHMOJCHCTBEETO BRJIHA-JaCTHIA IPH pe3ocHaHC OT BTOPH ped,
CHOTBETCTBAIl Ha BB3OYXIaHETO Ha HEWHEHHUA OCLMAATOD OT BLHIIHA
cuna.  YHCIeHM MNpecMATaHHA € TMOKa3aHo, d4e B IIpoleca Ha
PE30HAHCHOTO B3aUMOJCHCTBHE c€ IIOJy4aBa JpexXBBPIAHE Ha
yCKOpABaHATA YacTHLa OT ejHa IIOTEHUMAIHa sMa B Apyra, ABIKeIa
ce ¢ no-rojsMa ckopoct. Ilopeaniara OT TakHBa NPEXBBPIAHHUS 1TPE3
celapaTpuUcaTa JOIpPHHAcCS 34 YCKOPIBAaHETO Ha 3apiAjuTe <
MHOIOKPAaTHO yBEIMYEHHE Ha TAXHAT4 KWHETHUHA CHepruf. 103
MEXaHM3BM 33 YCOKOPABAHE Ha 3apefieHUTe JacTHLHU ¢€ pPeanu3upa OpH
U3NBIAHEHHE Ha CAeJHUTE YCIOBHA. AKC 3apagbT € IIPHXBaHAT B
NOTCHIINANHATA AMa HA # - HATA XapMOHWYHA OT BRJIHOBHS IAKET ¢
UECTOTa Wy, BBIHOB BEKTOD K, ¥ aMILIMTYAA £, cileABa /1a ce pealusupa
pe30HAHC OT BTOPH pef ¢ (k+]} -6a XxapMoHHUHa. Pa30BaTa CKOPOCT HA
XapMOHWYHATa w,lk, ciellBa a HapacTBa C YBEIMYCHUETO HA H, T.€.
Wni/Kns, Zoplk,. 3a checeaHuTe XapMOHMUHM OOXBaTHTE Ha
CKOPOCTHT¢ Ha HpHXBaHATHTe HacTHOM TpsbBa udacTHYHO Ja c¢e€
NpenoKpHBAT. AMIUINTYAUTE Ha BBIHKTE CICHABA [a ¢a JAOCTaThYHH 3a
BB30YXKAaHe Ha OCLHIIATOPA M MPESXBEPJSHE Ha 3apeleHaTa YacTHIA IIpes
cenapaTpucata. llogpo6HO € onMcaH TO3¥ HOB MEXaHMIBM Ha
HeOHDY3IHOHHO YCKOPABAHE Ha 3apsiM OT IIaKEeTH EJCKTPOCTATHYHH
BBIAHH ¢ Majika, HO KpaifHa ammnuTyga. QopmynupaHa € IMpoLesypa 3a
oT0Op Ha UTapaMeTpuTe 3a peAMIaTa OT XapMOHHYHM B IIaKeTa,
YYACTBAIIH IIpH YCKOPSABAHETO Ha 3apeleHUTe YacTUIM. JlageHnaT edekT
IpeACTABIABa MHTEPEC, B YACTHOCT, NIpHM pelliaBaHe Ha npobnema 3a
reHepallMaTa Ha KOCMHYECKM JIBYH H IIPH HMHTEPIpPETalNATA Ha
MEXaHHU3MMTE Ha NPOU3XO0] Ha TOTOUH YCKOPEHH JacTUIM {eIEKTPOHY K
ftonu), HabnogapaHM B KOCMHYECKATa [11a3Ma.
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Abstract

The material presents the application of a mathematical method for risk
assessment under statistical determination of the ballistic limits of the protection
equipment. The authors have implemented a mathematical model based on
Pierson’s criteria. The software accomplishment of the model allows to evaluate
the V50 indicator and to assess the statistical hypothesis’ reliability. The results
supply the specialists with information about the interval valuations of the
probability determined during the testing process.

Introduction

Creating effective personal protection tools against ballistic threats is
an important task because of human life value. Work in this area is ongoing,
performed by both the manufacturers of body armour and the researchers
who provide scientifically-grounded solutions for individual armour quality
assessment.

Accounting for the fact that there is no tool ensuring 100 %
protection, conventional approaches aim to provide probabilistic estimations
of life-important organs’ protection, evaluating risk degrce.

In the military, the V50 ballistic test is used, which is the
internationally recognised standard to assess the fragmentation resistance of
personal protection, particularly hard armour, helmet, and vest. The V53¢
testing identifics experimentally the velocity at which a bullet has 50
percent chance of penetrating the test object.

The V50 ballistic limit velocity for material is defined as the velocity
at which the probability of penetrating the chosen projectiles is exactly 0.5
{(STANAG 2920[1]).

144



Using the Up and Down firing method, the first round shall be
loaded with the amount of propellant calculated to give a projectile a
velocity equivalent to the estimated ¥50 ballistic limit for armour,

After a number of projectile have been fired, V50 is calculated as the
average of the velocities recorded for six fair impacts consisting of the three
lowest velocities for complete penetration and the three highest velocities
for partial penetration, provided the spread is not greater than 40 ny/s.

Many body armour manufacturers use a modified form of the
military ¥50 testing as a design tool to develop and assess new body armour
products. This test identified the velocity at which specific projectile has 50-
percent chance of penetrating the armour which is being tested.

The V50 ballistic limit testing allows producers to evaluate various
designs against one another to optimize their characteristics for a specific
type of body armour. A trend has emerged in which manufacturers publish
test data and also put ¥50 test information on the labels of some of their
body armour.

The V50 ballistic limit testing is a useful and informative statistical
tool to evaluate certain armour characteristics at the armour’s design phase,
and to evaluate armour degradation over time,

Formulation of the research

Determining the probability characteristics of personal protection
means calls for elaboration of research methodology to raise information
reliability. Moreover, it is necessary to choose suitable methods for data
processing to allow evaluate the risk level of the taken decisions,

Except for V50, the following characteristics of body armour are
used in practice:

- Vi ballistic limit - the velocity under which a bullet definitely (100
%) doesn’t penetrate the test object;

- V¥, ballistic limit - the velocity over which a bullet definitcly (100
%) penetrates the test object.

The above characteristics are determined by the experiment of firing
according to the “Up-Down” method. This method involves a set of
experiments at which the velocity is decreased upon penetrating the test
object and alternatively - the velocity is increased upon non-penetrating the
test object. The attempts are made within a bracket of velocity interval
covering the three areas — areg of non-penetrating (np), area of penetrating
(p) and area of mixed results.

In the iniroduction we examined the model of ¥50 determining,
according to USA standard. In [2], the authors show 3 probability-statistical
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model based on the frequencies of penetrating and non-penetrating attempts,
and their distribution depending on velocity.

The initial data are several pairs of firing velocities and obtained
results for (np) and (p) values. We evaluate the cumulative frequencies:

My, My, My, .y M, ,

relevant to the event “non-penetrating” at velocities greater than
respectively:

Vi, Vas Visoes ¥,y

M

where v, , i=1, ..,n are the middle points of equal-width

velocity range subintervals during the experiment, This range is determined
according to the above-described approach.

By analogy, the cumulative frequencies are evaluated:

kj) kza k‘_i,) reey kn)

relevant to the event “penetrating” at wvelocities less than
respectively:

Vi, Voo Vagony V.

For statistics: M = {m,, m,, m,, .., m,} and K= {k,, k,, k5, ...,
k, }, we define the smoothed probability distributions, respectively P, (x)
and P, (x), corresponding to normal distribution. The probability P, {x)is
related with the “nonpenetrating” event when the velocities £ 2 x, and the
probability P, {x) is related with the “penetrating” event when the
velocities £ < x,

Thereby V50 is defined as the value x, for which:

F,(x) = B(x).

Under the above-formulated conditions, the authors develop the
probability model and determine the approximated probability distributions
[3]. Based on data from real experiments they evaluate quintiles through
linear regression equations and draw up the distribution image for P, (x) and

P, (x) within the range of the velocity v.

Determination of risk level under the probabilistic-statistical
estimations
The previous research continues in this paper with the objective to
verify the statistical hypothesis for conforming with the normal distribution
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law after the Pearson’s criterion - y”and determining the confidence
infervals of the penetration probability,

A Basic Statistical Method in Hypothesis Testing
The verification of the hypothesis is made separately for the cases of
non-penetrating and penetrating firing. Below is given the method which
describes the first case.
We evaluate the frequencies of non-penetrating attempts:
Ji = m -m_ 3ai=12..,n where m, =0.
According to the probabilistic model, the next estimations are
the mean x and variance s of velocity, concerning the event “non-
penetrating™;

_ n n —_
2 2
x=%2vffi, s —ﬁZﬂ(viﬁx) .
i=1 i=I

The theoretical probabilities P, Py, Py P, of random
variables

ate  p, = F{t)-F(@_ )| fori=123..n and p =F(t).
The statistics 7 :

.ZZ: Z"I:{__r)

=t 1P
(1)

1]
where r, /7= f, and r=) %,
i=1

features Pearson distribution;

P(x* 2 25)= —3 ! — J'xTezdx,

27z (2

2
and T'(n) = J'e-zz"“ldz

is a well known gamma function.
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This test based on statistics y° is called chi-square test. The
hypothesis” examination comprises the following steps:

. Choosing level of importance g%, for example ¢ = 5, and
following (1) evaluating g7, such that P(y* > 2} = %;

. Calculating the value of ¥* according to (2);
o There are two cases for y°:
) ¥ >y, ie. we get into the critical region and therefore, the

non-conformity between the observed results and theoretical distribution
data is considerable, so, the hypothesis is rejected, or

2) ¥ < 3;: i.e. the non-conformity is not considerable and the

hypothesis is accepted.

Determination of the confidence intervals of unknown probability
The determination of the confidence interval of unknown probability
concerning the event “non-penctrating”, for example at the interval

h h . .
(v, —E,vj +5) for r “non-penetrating” firings and », common

implemented shots during this interval, under confidence level of at least 7-
2, is carried out as follows:

. Evaluating the root 550 of equation:
S, (P,a)=a , where
& 1
Snr(p)= C:.pj(l_p)nf_] HC::"H—,
" ;1 ' JHn— )
. Evaluatinge the root p,, of equation:
S;,q(p;}a) =a , where

i=n; ) _
Sy {py=2> Clp/(1—p)y .

=
Then the interval p, < p < p _  covers the unknown

probability p of the event “non-penetrating” within the interval

(v, - %, v, + % )} under confidence level 1-2 .
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Software instrument

Characteristic of the application software

Based on the probabilistic statistical method, the authors coded a
software application. It is a Windows Forms style application and works
under .NET Framework (Fig. 1). The software environment is S Visual
Studio .NET and the language in which it was coded is C#. The application’s
implementation under .NET has several advantages compared to the old
Windows style (COM) applications.

First, the whole information about the application and the
components used by it is saved in configuration files. These files use XML
syntax to save hierarchical data which makes them more flexible than the
old .ini files,
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The other advantage is the object-oriented approach. In contrast to
COM, NET Framework is designed under the inheritance concept. All
objects of the .NET Framework form a single-root hierarchy, the class
System.Object to which all other classes are successors. These classes ensure
functionality in all possible areas, including user interface, data access,
sccurity, Internet programming, communications between devices, etc.

And third, .NET provides a solution for the version problem. The
particular components of the application are saved in an application
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directory, or in its sub-directory. Different applications can use different
versions of the components because they are saved in different directories,
Each component of the global cash is saved in a separate subdirectory and
different versions of the same component can exist simultaneously on the
same computer device. Bach application coded under a given component
version continues working correctly even when the user installs a new (or
older) version of this component.

Working with database

All data of the estimation model are saved into a database, the
Microsoft Access.

The System.Data classes build the part of the NET Framework
known as ADO.NET for working with the database (DB). ADO.NET use
NET controlled data providers. The application uses read-only data
operation mode. This mode consists in the following:

- a connection to the database is opened, a block of data is
supplied and saved in the application, the client, then the connection is
closed to discharge the server resources;

- the data are processed: values are modified, new records are
added, existing records are deleted,;

- the connection is opened again and local data are harmonized
with source data, then, the connection is closed again,

The key of data access is an object of the class DataAdapter, which
works as a connector between DataSet and the actual source of data. The
purpose of Dataddapter is to fill one or more DataTable objects with data,
so that the application might close the connection and operate thereon
without connection.

Coding the programs, the authors have made the optimistic
assumption that under multi-user mode collisions will be occasional, i.e.,
most likely the application will work on the client workstation with client
databasc. For the cases when the database is on the server and many users
work with, ways to prevent collisions have been provided.

The program provides user interface to introduce data and functions,
to process the results from experiments, and to present output results in the
form of histograms and documents,

Besides the previous research of the authors, namely determining
V50 ballistic limits of body armour (Fig. 2), the software instrument
presents specified-above characteristics. The results are evaluated based on
the given algorithm and relevant program module. According to the above-
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procedure, the calculations yield the values of y2- crucial, x*of “non-
penetrating” and y° of “penetrating’ shots (Fig. 2). The output report shows

whether the hypothesis is accepted or rejected (Fig. 3).

MO "SALATA

Fie Edt View Options Help

R EET
5 Meronuka sausmrarie va v | Yapatrepuerioon | Meroau | Onumisa naresy Oieros |

Cpeania or. or perpecysma( Henpotusanie), 684,19
Perpecialt/y
= (9465157 V0% =587

Cpenna cr. or perpecusral npofupane} 683 63

Licnencha Ha cropocTTa: FE}T_—

Hukesapar -
npodBaLLM;

Fig. 2

Perpecun npotusars:  y= 02246384y - 154,931 Koed. kopen, =0.9354765

Cpen, CrofiHocT Ha cKopocTTa of

uznm ofikear: [6es U2 DTG
Hukeagpar -
HenpobHBaLM:

B Meraniea 33 HanuTaHWe Ha ¥ ' J
.‘ 113510 Mututdato Hada.: |959 Macumym He npotiisans; Igga
b T 136 Cikd p .
! M 3
T 1%H skcidamonatn:  [704 Missamano npodieare:  [679
FTiBWe Cpena crofirocT Henpotvsarie: |5;rg|5
Coingraie helmeitss
=T1%650 CurmaX = 1442

[M/y KBAHTINM W cKopOCT) Henpotésans; v =-0.2196687% + 1502946 Koed, kopen

|$,41 50000000058
19,0156745910645
|1 9,5016017913818

151



[ o "3 pTAT M =1E3]
_Fle Edt Wiew Oplions Help
a| | o | @%|E| |

BMeramica savamaziuea x| Kaparrepwcnant | Metamur Ommeasust ] Duseru]
B Mevoguea 33 BanuTaHHe Ha E i

-T136150 Heqano ws ofissary  [p7n Kpahi Ha ofmari I;r]g s i3 wervepsans |2 ,I
i~ T138Cold ]

?--T‘I%Hd Hueo Ha sHawmocT ]35 vi Mpysia; 13 ,l

LTI . -

.- Compiete heknelss [pieras wUNOTESaTA 53 HOPMANHO PasNPaIENSHIE < HepOGUBAIH

w7160

Tpuera ranoTeasTa a4 HOPMANHO PasNPSAEEHNE - NPoGHBALIH

Waxonnmnannu: T 136 'wet Mexauunm pesymrand T 136 wWel
Heuwrrepea | Kpaiwm, | Bpnatn ten | Yec

670 E#2 0 1

37 674 1 1
G 6% 1 05
 |em 678 0 03
|e78 880 0 03
£80 682 0 03

Fig, 3

The results are saved and, where nceded, the user can obtain
comparative graphics and print reports in different formats (Fig. 4).

Conclusions

The authors® efforts are focused on the creation of mathematical
model and procedure to estimate the basic characteristics of body protection
armours. The application of probabilistic-statistical approach provides to
make much estimation based on real experiments with helmets and
armoured vests. The developed software application is a very useful tool in
this process. The obtained results conform to the theoretical hypothesis.
This assumed approbation manner confirms the approach’s correctness and
validates the chosen method.

The presented product furnishes the responsible agency with an
effective tool to estimate body armours characteristics during ballistic tests.
Moreover, the software instrument, which is based on modern computer
technology, can be used in the research and manufacture of new protection
equipment.
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Abstract

The radar imagery, realized by means of synthetic aperture radars (SARs)
is very important in the exploring of planet, satellite and comet surfaces. The
most valuable feature of the autocorrelation function (ACF) of the SAR signals is
the level of their side lobes, because they determine the dynamic diapason of the
image and the possibility to discover small objects. With regard to this, our paper
suggests a method for applying in spacecraft-based SARs the so named
generalized complementary signals, which ACF does not have any side-lobes. [t
uses the polarization features of the electromagnetic waves.

Key Words: Synthetic aperture radars, ideal autocorrelation function,
generalized complementary signals.

1. Introduction

The radar imagery is very important in the exploring of planet,
satellite and comet surfaces [1, 2]. It may be sketched as follows. The
transmitter of the spacecraft-based radar sends electromagnetic signals. The
examined objects reflect the signals, producing so named echo-signals. They
are the input to the radar receiver. Mostly, in order to maximize the ratio
"signal/noise", the receiver is constructed as a filter, matched to the sent
signals. In this case the recciver output is the autocorrelation function
(ACF} of the sent signals. This is clarified on Fig. 1, where a radar signal is
depicted {Fig. la). The duration of the signal is I', but it is separated in #
sub-signals {(or "elementary signals™) with duration r¢ (i.e. n = T/ 1) and
different carrier frequency. This technique is named *discrete frequency
shift-keying” (DFSK). It allows obtaining a different echo-signal from every
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"reflected point” of the object. Commonly, the receiver output, produced of
a single point echo, is characterized by a main peak J and a sequence of
side-lobes with maximal amplitude ¥max, as shown on Fig. Ib. At the end,
the radar receiver output signals are sampled and processed, which lead to
extracting of the object image [3].

u(t) 4

a) 0 T 1
v(t) j\

b)

)
)
F

Vourl®) i
cj
0 5 U n ..J\ 4
L~ Y TU o o7
- '—:.'—'d"I

Fig. 1 Processing of radar signals

In general, the above described technique of complex radar signals
usage guarantees simultaneously large performance range (provided by the
aggregated power of elementary signals) and high distance resolution
(defined by 7@} of the spacecraft-based synthetic aperture radars (S4ARs).

Unfortunately, the real objects comprise more than one reflected
points. As a result, the echo-signals of all reflected points interfere, as
depicted in Fig. Ic. In this situation is hard to obtain a detailed object image,
because the side-lobes of more power signals mask the main peaks of the
weak signals.

With regard to this, our paper aims to suggest a method for applying
of so named generalized complementary signals, which ACF does not have
any side-lobes. It uses the polarization features of the electromagnetic
waves.
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2. A Method of Phase Manipulated Complementary Signals
Applying in Spacecraft-based Radars

It is known [4] that discrete phase and frequency modulated signals
may be presented as the real part of the complex-valued function:

[
() V@)= LU j.exp(i8;).exp[28(fo + /; )1} ug(t - jro),

j=l
where /=v-T; Uj is the amplitude of the i* e¢lementary
impulse y=1,2,...,«; /p is the carrier frequency; {/v/2,—,/«} are real
time functions, which expresses the frequency modulation;
{©,0<8j<2x j=1,2, ..n]isthe set of numbers, describing the phase
modulation and:

1, if 0<1<71y

@ O {O, if t<0,0rt>1g

To maximize the transmitter efficiency and to simplify the practical
realization of the process of signal receiving, the so-named uniform signals
with 1y =const; Ui = const; j = 1,2,...,n1;; Ofe {2n Im; 1 = 0,1,...,m -
1 }are most widely applied.

In this case and if only discrete phase shift keying (DPSK) is applied,
the signal is named "discrete phase manipulated (PM} signal®. It can be
comprehensively described by the sequence {(8)}"-\ of normalized
complex amplitudes of elementary signals [41:

®  ¢(G)=exp@0;); ¢(i)elexpnil/ m);l=0L,..,m-1}.

As above mentioned, the signals, which ACF has close-to-zero level
of the side-lobes, are the most attractive for implementation in spacecraft
based S4Rs. With regard, in the rest part of the paper our attention shall be
focused on the so-named generalized complementary signals, which ACF is
free of any side-lobes. It is known that a single radar signal does not have
non-periodical ACF with zero level of the side-lobes. Moreover, the
classes of single uniform discrete radar signals with small level of their
side-lobes scem to be very rare. Due to this reason, Golay introduced (5]
the so-named complementary series (or signals (CSs)). They are a pair of
two uniform binary phase manipulated signals, which aggregated non-
periodical ACF is similar to a delta pulse.

It is necessary to emphasize, that Golay's definition of CSs is not
useful in some important cases. This situation has motivated some
theoreticians to extend the classical definition as follows [ 6, 7,8].
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Definition 1: The set of p sequences (PM signals), which elements
are complex numbers, belonging to the multiplicative group of the m-th
(m>2) roots of unity:

@ =GN = 6N i 4, = 6N

Ex{ N efexp2umlim 3l =0),...mp -1}k =12,...p.
are a set of generalized complementary signals (GCCs) if and only if their
aggregated ACF has an ideal shape, similar to delta impulse:

n=n+nt..+n,; if r=0;
5)  R(P=%Ry(r)= d
O X0 é ) {o; F o r=12,.maxin.

In (5) the non-periodical ACF R, (r) are defined with the well
known formula [ 4]:

n—r]
S+ -m-nsrso
(6) Rg—(r):{ =~ :
Y (e (+£), 6<srn-1,
=1

Consequently, Golay's codes are a particular case of the GCCs,
when p = 2, m = 2. The CCs and GCCs are unique among all PM signals
with their following featurcs:

- their aggregated ACF has an ideal shape, similar to a delta pulse;

- if & pair of GCCs, consisting # elements, is known, then it is easy to
create an infinite set of pairs with unlimited code-length.

It ought to emphasize that the most type uniform PM signals with
close to ideal ACF have limited code-length. For instance, Barker codes
exist only for # < 13, if n is an odd integer.

With regard to the GCCs positive features, they are studied very
intensively and a quick reference showed more than 200 conference reports
and magazine articles, related to this theme, during the past ten years.

The natural question, which arises from Definition 1, is "How can be
implemented the GCCs in a real communication system?”. The most
obvious answer is the usage of p different frequency carriers
frk=12..,p, phase manipulated according to the sequences
Ak = 1,2,...,p. Unfortunately, this is not the best approach, when the
communication system is a spacecraft-based SAR. This conclusion will be
clarified with following cxample. Suppose that spacecraft-based S4R
exploits GCCs with p = 2 and the transmitter radiates simultaneously two
uniform PM signals with carriers /j, /2, manipulated according to the
sequences 4\, 4/ . As a result of so-named Doppler effect, the carriers £
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of echo-signals will be:

D Ja= 5 iR f0-2Wrle), k=12,

1+Vp/c

where V% is the radial velocity of the spacecraft relatively to the object and
¢ is the velocity of the electromagnetic waves propagation. If the explored
object is on the earth surface, then ¥ must be at least 27 360 km/h. Then
the difference A/ = V! - /21 will be too significant and it may lead to
irreparable phase distortions between the components of the GCCs.

Optimal Antenna
for Horizontal
Polarized Signals Matched P

S. \ Filter u
j Matched

Filter i

Receiver

Matched P, Wuenuator
Sy \ Filter u
Matched | Pp
Optimal Antenna Filter 7
for Vertical
Polarized Signals

Fig. 2 Method of GCCs applying in spacecrafi-based SARs

Due to above reason in the rest part of our report we shall prove a
more appropriate approach to GCCs implementation in spacecraft-based
SARs. Namely, we propose the two uniform P signals, composing a pair
of GCCs, to be transmitted on one frequency carrier /o simultaneously but
by means of different types of polarization. Let the horizontal and the
vertical polarized PM signals be described with the sequences
A - tPUpfji-i ®°* 72 7 {n{j))} /-1 respectively. Then the signals,
reflected by an object point, will be §4 S, respectively. The reflected
signals are connected with transmitted signals by following matrix equation:

Dyl 14
®) hiﬂ =nDn 12” 1l; HDH:IEI Dlzﬁ,
nf D2t Dxnjl4s 1 D
where the complex valued matrix |D]| is the so-named "polarization matrix

of the target scattering". Its entries depend on physical features of the
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object, its orientation and position relatively to the radar and catrier
frequency of transmitted signals. When these parameters are constant, then
the entries of the matrix WOW are constants also and more over D17 = Z)?i.

il -1

Accounting that the size of a single reflected point is small, it may be
concluded that Dj j m D, - Consequently, the matrix jJDjj can be presented
in the form:
ki Kk
o |5 5
1-%2 1

where D, = D, =*ii & "y = @214 =*2-

As above stated, the main obstacle for GCCs practical
implementation by means of polarized electromagnetic waves is the fact that
every echo-wave comprises the both horizontal and vertical polarized
components, Due to this reason, we propose the method of signal
processing, shown on Fig. 2. We shall explain it using the following
notation, Let {£6)}"-] be the sequence of normalized complex amplitudes
of elementary signals, composing an arbitrary complex signal. As
mentioned, the result of processing of this signal by its matched filter will
be the ACF of the signal. It may be presented with the following
polynomial:

(10) PE)=F).F*(x").

Here:

4D F@={@x""+L(-12"2 +..+LQx+40),

]

” *, i

40 j=r- FrG7) is the so- named "Hall polynomial®,
corresponding to the sequence is the polynomial;

(12) FY=¢*@x Vel -0 4000

¢ e .

the coefficients of the polynomial P{x) are:
Pi=R.(k); k = -(n-\)-(n-2),...-\, bX:.,n-2,n-\,

and the values Rr(k) of the ACF are computed according to (6).

Accounting the above notation, {8) and (9), the outputs of matched
filters, shown on Fig. 2, may be expressed by following polynomials:
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Py (¥) = [ Fu () + ky Fpy () Fp (x7');
Py (x) = by [F oy (x) + by Fy (LLK, Fp (7
Py (%) = kilkp Fy (6) + Fy (1.5, (7);
Py (%) = kylky Fy(x) + By ()] 1k, Fx 1)),

In (13) %, is a special coefficient, brought into the scheme by means
of two directed attenuators. Now it is easy to see, that if attenuators on Fig.2
are regulated to obtain &, = k,, then:

S out (X} = Pgy () — Py () + Py (¥} = Pp (x) =
(14) = by {[F (XY F (x )+ Fp () F (x 11~

E
k3 [Fy (W (x )+ By F 1} = by 2m(1 - 3).
Formula (14} shows that the method of GCCs usage, depicted on
Fig. 2, preserves the cancellation of the ACF side-lobes, despite of the
harmful presence of cross-reflected signals. The signal power losses depend
on the relative coefficient of the cross-polarized reflection .

(13)

3. Conclusions

The method of GCCs applying in spacecraft-based radars, presented
above, preserves the positive features of the GCCs, especially the
cancellation of the ACF side-lobes, despite of the harmful presence of cross-
reflected signals. This result is reached by small losses of signal power,
because mostly k; < 20% and hence (1 - IJ} > 96%.
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METO/I 3A IIPUJIATAHE
HA ®A30BO MAHUITYJIAPAHA
KOMILIEMEHTAPHH CATHAJIA
B KOCMAYECKHATE
PAJINOJIOKAITHOHHUA CUCTEMH

FBopucnae Bedoices, Kanema Tawesa, Pocen bozoanos
Peziome

[TomyuagaHeTo Ha pajapHd H300paKeHMs Ha IOBLPXHOCTTa Ha
IUIaHETHTe, CIIBTHHULATE M KOMETHTC € BaXKEH MOMEHT TIpH TAXHOTO
U3yuaBaHe. B TO3MU mpoliec Hali-BaXKHOTO CROMCTRO Ha aBTOKOPE/IAlHOHHATA
bynxuugs (AK®D) B2 paagMoNOKAalHOHHUTE CHUTHAIH € HHMBOTO Ha
CTpaHWYHUTe AUcTy Ha AK®, 3a110TO TO ONpeAcas ANHAMUYHHA JAHAIa30H
Ha H300PAKEHUETO B RB3MOXHOCTTA 32 OTKpMBaHE Ha MallOpa3sMecpHHU
obexry. [lo Ta3n MpHYMHA B cTaTUATA ce 00OCHOBAaRa METOX 3a H3NOI3BAHE
Ha Taka Hapedenure 0600menn xoMmaeMeHTapHu curiamm (OKC), uusro
cymapHa AKD HsMa CTpaHWYHE JHCTH. METOABT C6 XapaKTepH3upa C ToBa,
ye 3amaspa LeHHuTe cBoiicrBa Ha OKC BeIpekH efexTa Ha KPBCTOCAHO
TOJIAPU3AIIMOHHO OTpaXKeHHe Ha pajapHHUTe CHTHAIH. 1034 IOACKHUTEICH
Pe3yiTaT ce IIOCTHra TeXHHYECKH IPOCTO M ¢ MUHHMAJIHH 3ary0H Ha
€HEepPI'va Ha eX0-CHTHAIIUTE.
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CHRONICLE

FIRST SCIENTIFIC CONFERENCE
»SPACE, ECOLOGY, SAFETY?”

Garo Mardirossian

Space Research Institute, Bulgarian Academy of Sciences

From 10 to 13 June, 2005, at the Rest House of the Bulgarian
Academy of Sciences, Town of Varna, the First Scientific Conference with
International Participation SPACE, ECOLOGY, SAFETY (SES’2005) took
place. It was organized by the Space Research Institute of the BAS and the
Bulgarian Astronautical Federation. Over 3 days, more than 90 scientific
reports were presented, distributed into 9 sections — Space Physics and
Astronomy, Aerospace Equipment and Technologies, Remote Sensing and

Geoinformation Systems,
T S T Ecology and Risk
TG Ld Management, Space
' Materials Science, Space
Medicine and Biology, Space
and Warcraft, Space
Education, A special session
called »amall Balkan
Satellite - BalkanSat” was
i _ ; organized. The presentation
p— " #% = wasboth oral and poster.
PR R PR St ¥ Sia 17 s The nearly  one
hundred participants came from various academic institutions, civil or
military higher academic establishments, state or private firms. Young
people were presented well too, in the face of post-graduate students from
the SRI and other institutions.

About 15 scientists from abroad were also presented from England,
Albania, Azerbaydzhan, Germany, Italy, and Macedonia. The presentation
of Russian scientists was very impressive through Prof. Klimov and Prof.
Erohin from the Space Research Institute of the Russian Academy of
Sciences, Prof. Issaev from IZMIRAN etc.
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In the end, a Round Table was organized, at which the participants
hared their experience, opinions, and ideas on this topic which is coming to
the fore not only in Bulgaria, but on a world scale, too.

All scientific reports were published in a two-volume Collection
SES’2005, which was delivered to the participants at the time of registration
for the Conference.

During the Conference, an exhibition entitled “Space™ was organized
presenting the pictures of Mr. Petar Stoyanov, Senior Researcher at the
Space Research Institute.

The conductance of the
Conference which marks the
beginning of annual conferences
on the topic may be qualified as
very successful. Special
appreciation is due to the
Organization Committee with
Honoured  Chairman  Acad.
Nikola Sabotinov, Vice Cairman
of the BAS, Chairman Prof. Petar
Getsov, Director of the Space
Research Institute, and all other
organizers and participants,

The second Scientific Conference SPACE, ECCLOGY, SAFETY
will take place in June 2006, again at the Rest House of the BAS in Varna,.

Information on the 35th COSPAR
Scientific Assembly — Paris, France

Jordanka Semkova

Solar-Terrestrial Influences Laboratory, Bulgarian Academy of Sciences

The 35th COSPAR Scientific Assembly was held 18-25 July 2004,
in Palais des Congres in Paris, France, The assembly was co-hosted by
CNES (Centre National d’Etudes Spatiales —France) and by ESA (European
Space Agency) and was organized with the support of the French Ministry
of Research, the French Academy of Sciences, the Regional Council, the
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City of Paris and the National Scientific Research Cenfer {CNRS}, as well
as with the sponsorship of a number of industrial companies.

The Paris Assembly presented one of the richest scientific
programmes in the field of space research, gathering more than 2,000
researchets.

The core scientific program, made up of 94 meetings spanning the
range of topics addressed in COSPAR was exceptionally interesting,
including 4,460 presentations, a far larger number than for any previous
COSPAR Assembly.

The perfect organization of the Assembly and the conditions in the
Palais des Congres in Paris — one of the most modern congress centers in the
world, allowed the international space scicnce community to exchange
information on the latest progresses in space research, presented through the
numerous oral and poster sessions, as well as the many informal
discussions.

During the Assembly, a total of 33 papers with leading authors from
the Bulgarian Academy of Sciences and Bulgarian universifies were
presented in almost all Scientific Commissions and in several panels. Most
presentations — 23, came from the Solar-Terrestrial Influences Laboratory —
BAS (STIL-BAS), 3 presentations were from leading authors from the
Space Research Institute-BAS {SRI-BAS), 4 - from the Geophysical
Institute-BAS. Six scientists from the STIL-BAS, attended the Assembly,
four of them were partially supported by the organizers. Participating
scientists presented altogether 10 own papers, as well as the papers of their
colleagues, who were unable to attend the Assembly.

COSPAR 2004 included a new series of Panel Events at which a
group of very prestigious speakers from all over the world gave participants
a look at the future by addressing policy issues and conditions which affect
the conduct of space science. The Panel Events concerncd: The Future of
Space and International Cooperation; Space Sciences in Europe; The Future
of Humans in Space and the Role of [SS; Highlights from the recent Mars
Missions and the Future of Mars Exploration jointly sponsored by COSPAR
and IAA; The Role of Space in Monitoring Global Change.

During the Panel Event “The Future of Space and International
Cooperation”, guided by Prof. Sagdeev, panelists were the leaders of
NASA, ESA, RKA, JACSA, Chinese and Indian space agencies. In his
speech, J. I. Dodrain - the General Director of ESA, focused on the role of
space research as a contributor to the success of EU enlargement, He
welcomed the association of new EU Member States, as well as of
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Rumania, to ESA activities and the European Space Policy. These countries
have already established Cooperation Agreements with the ESA. Bulgaria
was not mentioned among these countries. Participating Bulgarian scientists
discussed that additional efforts of Bulgarian space research community are
needed to stress on and foster establishment of Framework Cooperation
Agreement between the ESA and the Bulgarian Government concerning
participation in ESA programs and White Paper process in Europe.
ACKNOWLEDGEMENTS. Jordanka Semkova is grateful to the Editorial
Board of the Aerospace Research in Bulgaria journal for the assistance in
accreditation as a reporter to the 35th COSPAR Scientific Assembly - Paris.

A Brief Report on the 10™ Scientific Assembly
of the International Association
of Geomagnetism and Aeronomy

Rositsa Koleva

Solar-Terrestrial Influences Laboratory, Bulgarian Academy of Sciences

The 10" Scientific Assembly of the International Association of
Geomagnetism and Aeronomy (IAGA} took place from 18 till 29 July, 2005
in Toulouse, France. IAGA is one of the seven associations of the
Intemational Union on Geodesy and Geophysics (IUGG). The objective of
IAGA is to promote and coordinate studies in a large area of Earth’s
sciences — “From the Sun and Planets ... to the Earth’s deep interior” as its
slogan says. IAGA is organised into five Divisions and two Interdivisional
Commissions: D1. Internal Magnetic Field; D2. Aeronomic Phenomena;
D3. Magnetospheric Phenomena; D4. Solar Wind and Interplanetary Field;
D5. Geomagnetic Observations, Surveys and History; ID Commission on
History; ID Commission on Developing Countries. The fields of interest to
the readers of this journal — divisions D3 and D4, overlap with the research
dine within COSPAR, but the organisers of the JAGA Assembly tried to
find different aspects of the scientific investigations and the emphasis in the
presented papers was placed on results form global and micro-scale
modelling and the extent to which the models are confirmed by
experimental evidence. As there were no Bulgarian presentations at the 10"
Assembly, I shall try to provide a brief overview of the presentations which
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impressed me. A particular feature of JAGA Assemblies are the Reporter
Review Sessions in each Division in which scientists nominated in advance
review the last two-years publications on a given topic. In his review on
inner magnetosphere interaction [1], J. Goldstein stated that the basic
dynamics and global structure of the inner magnetospheric electric field has
been obtained, and important sub-global contributions, due to coupling
between the ring current and ionosphere, have been identified. Long-
suspected reiationships between the hot plasmas (ring current and radiation
belts) and the colder plasmas (plasmasphere, ionosphere) have been
demonstrated. In his review on ULF waves [2], D. H. Lee noted that over
140 papers were published on the topic in the preceding 2 years, but he
outlined about 40. On ULF waves in the boundary layers, the paper by
Teodosiev at al.[3] was cited, Bulgaria was mentioned once more — in his
talk, J. Bougeret [4] spoke about the Regional Planning Meeting for the
Balkan and Black Sea Region, which was held in Sozopol, Bulgaria, 6-8
June 2005, hosted by STIL-BAS. Of particular interest to many space
researchers was the review on CMEs, presented by R. Schwenn [5]. He
pointed that, in recent years, an unprecedented amount of high-quality data
from various space probes has been piled up that exhibit the enormous
variety of CME properties and their effects on the whole heliosphere.
However, major problems could still not be solved, ¢.g. what are the
mechanisms of CME; how are CMEs related to flares; at the Sun CME has a
4-region structure, but in the interplanetary space CME exhibits only a 2-
region structure — how and why this evolution takes place; etc. Many
presentations were devoted to storms and substorms. T. Pulkkinen [6]
presented evidence that the energy dissipation in the magnetosphere-
ionosphere system is driven by the z-component of the interplanectary
magnetic field, but is controlled by the solar wind dynamic pressure. Issues
concerning superstorms were controversial. M. W. Liemohn et al., [7]
conclude that geomagnetic storms with different intensities are merely a
continuum of responses to solar wind inputs, all having the same coupling
functions. On the contrary, Kozyra et al., [8] reported that superstorms,
especially those occurring in the presence of low solar wind density exhibit
unusual features.

At the Assembly, four associated lectures were delivered. Though
they were given early in the morning in a large and representative lecture
room, they were attended by a large audience. D. Loper [9] focused on the
role of the geomagnetic field in the evolution of life on Earth. According to
him, life on Earth became possible because of the existence of the closed
loop: magnetic field, which preserves water — water, which permits plate
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tectonics — plate tectonics, which provides the cooling necessary to sustain a
dynamo in the core, the latter generating the magnetic field. The lecture
delivered by D. Baker was devoted to the Electronic Geophysical Year
(eGY) proposed in commemoration of the International Geophysical Year
(1957 — 1958). eGY provides an opportunity for the international
geoscientific community to focus effort on a 21-st Century e-Science
approach to issues of data stewardship: open access to data, data
preservation, data discovery, data rescue, capacity building, and outreach.
The development of Virtual Observatories and Laboratories is a central
feature of eGY. eGY is an internationally-recognized resolution by the
scientific community to achieve a step increase in making past, present, and
future geoscientific data readily, rapidly, conveniently, and openly
available. The challenges of eGY concern many space researchers in
Bulgaria and I recommend visiting its web site at http://www.egy.org/ab.
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JUBILEES

Prof. Dr. Dipl. Eng, Petar Getsov
Became 55 Years of Age

Prof. Petar Getsov was bormn on
October 20, 1950, in the Village of
Samovodene, Town of Veliko Turnovo. He is
a renowned expert in the field of Aerospace
Device  Construction and  Automatic
Regulation and Control Systems, and Study of
Man as a Controlling Body in Control
{Ergatic) Systems). The notorious career of
Prof. Getsov dates since 1974, when he
graduated from the G. Benkovski Higher Military Aviation School, Town of
Dolna Mitropoliya, as Engineer in Aircraft Electrical, Instrumentation, and
Automatic Equipment. In 1978, at the N. E. Zhukovski Higher Military
Engineering Academy, Moscow, Prof. Getsov presented his PhD Thesis
entitled Study of the Operational Efficiency of an Aircraft Power-Supply
Automatic Regulation System by the Method of Semi-Nature Modelling. In
1983, he was clected Associate Professor at the G. Benkovski HMAS in the
subject of Aircraft Automatic Control and Regulation. In 1985 and 1986, he
became Senior Researcher IT rank, in the same subject at the Military
Technical Scientific Research Institute at the Ministry of Defence of the
Republic of Bulgaria, and the Space Research Institute at the Bulgarian
Academy of Sciences, accordingly. In 2002, he was elected Senior
Researcher 1 rank at the latter Institute.

Prof. Getsov has occupied successively the following positions:
Lecturer, Senior Lecturer, and Vice Head of the Chair of Electrical
Engineering and Aviation Equipment at the G. Bernkovski HMAS, Head of
the Aviation Equipment Department at the Military Technical Scientific
Research Institute at the Ministry of Defence of the Republic of Bulgaria,
Head of the Aerospace Devices and Telecontrol Department, Head of the
Aerospace Control Systems Department at the Space Research Institute,
BAS, Professor of Aerospace Instrumentation for Ecologic Monitoring at
the New Bulgarian University, Sofia, Professor of Aviation Navigation and
Control Systems at the Plovdiv Subsidiary of the Technical University of
Sofia. Since 1996, Prof, Getsov is Director of the Space Research Institute,
BAS. For 25 years already, Prof. Getsov has been head of various scientific
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units; he was scientific leader of 20 graduate students and 10 post-graduate
students. During his long and prolific scientific career, Prof. Getsov has
participated in 57 scientific projects, being a participant in 10 of them and
leader of the other 47. The publication activity of Prof. Getsov features 144
works (papers, reports, textbooks, monographs etc.); he has 71 citations at
home and abroad. He has participated in 47 scientific contributions and has
50 innovations, author’s certificates, implementations etc. Prof. Getsov is
member of the following prestigious scientific formations: since 1995 -
Chairman of the Scientific Council of the Space Research Institute — BAS,
the Dedicated Scientific Council at the Military Committee in Military
Engineering Sciences of the Higher Attesting Committee, since 2003 -
member of the International Academy of Technological Sciences, since
2005 - member of the New York Academy of Sciences, member of the
Interinstitutional Committee on Space Matters at the Council of Ministers of
the Republic of Bulgaria. Prof. Getsov is Chairman of the Bulgarian
Astronautical Society (2003) and of the Bulgarian Astronautical Federation
(2004).

Prof. DSc Dipl. Eng. Garo Mardirossian
Became 60 Years of Age

Prof. Garo Mardirossian was born on October
10, 1944, in Sofia. He graduated from the
8 Lomonossov Exemplary Vocational School of Fine
B8 Mechanics and Optics, Sofia. Then, he completed by
W correspondence the Technical University in Sofia to
¥ become Weak Current Electrical Engineer. From
" 1965 to 1979 he worked at the Geophysical Institute
of the Bulgarian Academy of Sciences where he held successively the
offices of technician, expert master of scientific equipment, engineer,
Research Fellow, and Head of the Central Laboratory of Seismology. In
1980, in relation with the impiementation of the Bugaria-7300 National
Space Programme, he started working for the Space Research Institute of
the BAS. Since 1990 he has been Senior Researcher in Remote Sensing
Techniques and Equipment for Study of the Earth and Planets, in Ecology
and Economy. His core scientific interest is focused on the study of ecologic
catastrophes using ground-based (contact) and aerospace (remote)
techniques and equipment. He is one of the founders of the Master’s and
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Post-Graduate Programme in Remote Sensing Aerospace Studies at the New
Bulgarian University.

Prof. Garo Mardirossian is author of more than 80 scientific
publications, about 60 scientific reports, 4 books, dozens of scientific-
popular papers, and 24 invention patents. He is Honoured Inventor since
1982. He has presented two PhD Theses in Geophysics (1985 and 2000). He
has participated in the implementation of nearly all significant national and
international space projects with Bulgarian participation., In 1991, G.
Mardirossian was elected Professor rank and nominated active member of
the PWPA (Professors World Peace Academy), New York, on account of
his ,,scientific, application, inventor’s and science-popularization activity, as
well as his merits for the democratization process®. In 1999, his name was
inscribed onto the Golden Book of Bulgarian Inventors and Discoverers,
and in 2000 - on the Encyclopedia of the 2000 Most Prominent Scientists of
the XX Century, issued by the Cambridge Biographical Centre.

In 2002, Prof. Mardirossian won an international competition and was
invited to work for the National Center for Scientific Research {Centre
National de la Recherche Scientifique - CNRS), France, on the topic of
Remote Sensing of Earth Atmosphere funded under NATO’s Scientific
Programme. In 2003, he presented his Doctor’s Thesis in the field of
technical sciences. Since 2004, he has been Chairman of the General
Assembly of Scientists, and since 2005 - Senior Researcher, I rank at the
SRI-BAS. Prof. Mardirossian has great merit for the establishment and
consolidation of the journal ,Aerospace Studies in Bulgaria”, issued
periodically, to which he has been Secretary-in-Chief since 1982, and Vice
Chief Editor since 1996.

Prof. DSc Hernani Borisov Spiridonov
Became 70 Years of Age

The scientific biography of Prof.
Spiridonov began long ago, in 1963, at the
Enterprise for Geophysical Prospecting and
Geologic Mapping at the Committee of Geology,
Sofia, where he held the office of geologist-
geomorphologist. There, he participated in the
geologic and geomorphologic mapping and search
of ores and minerals, initially in the capacity of mapping geologist, and later
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— as head of a geological team. The material collected and processed by him
during that period was summarized in his PhD Thesis entitled
“Morphotectonics of the Northern Slopes of the East Rila Mountain and Part
of the West Rhodopes Mountain”, which he presented successfully in
1975.In the same year, upon winning a competition, he was appointed
Research Fellow, T rank, at the Space Research Institute of the Bulgarian
Academy of Sciences, He was the first researcher employed at the Remote
Sensing of the Earth from Space Department. From 1975 to 1980 he was
Leader of a Problem Group, and from 1980 to 2005 he was Head of the
Remote Sensing of the Earth from Space Department. In 1995, he presented
his Doctor’s Thesis on the topic “Ring Morphostructures in the Sredna Gora
Mountain” after which, in 1996, he was appointed Senior Researcher, I
rank. In 1997, he was elected Professor.

The abundant scientific and creative biography of Prof, Spiridonov
includes over 200 scientific works, of them: 112 publications, over 60
papers and communications, and over 30 reports, related with international
scientific expeditions and tasks of the Space Research Institute, the greater
part of which are stored at the National Centre for Information Activity,
Sofia. He is author of a great number of monographs, 10 of which have been
published in Russia, England, Poland, Czechia, Slovakia, Mongolia, and
Vietnam, and 15 — in Bulgaria. Apart from these, in 1999, he published the
monograph “Ring Morphostructures in the Sredna Gora Mountain”, which
was distinguished by a Diploma of the Union of Scientists in Bulgaria. In
the field of science-popularization activity, Prof. Spiridonov has published 3
books: “A Close Look at Vietnam”, “Space and Natural Resources”, and
“Study of the Earth from Space”.

Prof. Spiridonov has participated in a number of international
forums, congresses, conferences, and symposia in Russia, Poland, Czechia,
Slovakia, Hungary, Romania, Cuba, Germany, Finland, India, Mongolia,
and Vietham, to many of which he was invited lecturer. From 1975 to 1991
he was member of the Office of the Work Group on Remote Sensing of the
Earth from Space Using Aerospace Techniques, which in 1991 was one of
the scientific schools under the Intercosmos International Programme. At
the same time, he was National Coordinator to the Methods for
Interpretation of Remote Sensing Data Scientific School (Section No.2},
whereby Bulgaria participated in the international space program, He
participated in the preparation of the scientific programs in the field of
geologic study of the Earth; remote sensing in geography, agriculture and
forest economy, ecology, and thematic mapping.
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Prof. Spiridonov was leader of over 50 airplane expeditions
conducted on the territory of Bulgaria and other countries, during which
synchronous and quasi-synchronous measurements were performed at three
levels: satellite, airplane, and ground level. He was leader of the Bulgarian
scientists who worked at various test sites under the projects Caribe, Tyan
shan, Gobi Hangai, Biosphere-K, Tropico-3, Spectr, Bulgaria-1300,
Kiolong, Erdem etc.

Prof. Spiridonov was the founder of aerospace research in Bulgaria
and their application in natural sciences. There are over 200 citations of his
publications, more than 7 of which abroad. He was many times reviewer of
PhD and Doctor’s Theses on Professor Election Procedures. He was Chief
Editor and Co-Editor of numerous monographs, collections, and journals.
He was awarded orders and medals by the Bulgarian and Russian State in
relation with the successfil missions of both Bulgarian astronauts. He was
scientific leader of post-graduate students at the SRI-BAS, and the Saint
Ivan Rilski University of Mining and Geology. For ten years already he has
been Chief Editor of the Geomorphologic Map of Bulgaria issued in scale
M 1:100 000. Prof. Spiridonov has lectured at various institutes in Russia,
Mongolia, Vietnam, and Cuba, and in the recent years, at the Archbishop K.
Preslavski University of Shoumen and the Saint Ivan Rilski University of
Mining and Geology. He has participated as leader of various projects and
contracts, both international, as well as home ones. During 19941995, he
was leader of the interpretation feam under the CORINE Land Cover
International Contract at the European Union under the PHARE
Programme. He was for thirty years leader of the Remote Sensing of the
Earth from Space Department at the SRI-BAS, three mandates — member of
the General Assembly of the BAS and 10 years - Chairman of the Scientific
Council of the SRI-BAS,

Prof. Spiridonov created the Remote Sensing of the Earth from
Space scientific school at the SRI-BAS, which was at the time a pioneer
school for Bulgaria and the BAS. He has his third mandate as member of the
Scientific Expert Committee in Earth Sciences and member of the
Dedicated Scientific Council of Geography; he has been for three mandates
Chaimman of the Scientific Council at the SRI-BAS and member of the
Scientific Council of Geography at the Institute of Geography; he was for
17 years National Representative of Bulgaria under the Infercosmos
Programme in the Remote Sensing of the Earth Using Acrospace
Techniques scientific school and National Coordinator of the Remote
Sensing Data Interpretation Methods scientific school. During 1975-1999,
he was member of the COSPAR ISC on Space Studies of the Earth's
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Surface, Meteorology and Climate, Subcommission A.3 - Geology and
Productivity of Land Surface and Oceans. He was elected Expert at the
European Committee - Directorate-General XII - Science, Research and
Development No.EE1998A14345. On 21.02.2003, he was elected member
of the research team of the International Biographical Center Research
Council, Cambridge, England, for his contribution in the field of geology,
neotectonics, and remote sensing.

We wish Prof. DSc Hernani Spiridonov health and longevity, Happy
jubilee, Prof. Spiridonovi

Prof. DSc Dipl. Eng. Nikola Georgiev
Became 70 Years of Age

Prof. Nikola Georgiev displayed professional
interest in the field of geodesy yet in juvenile age.
He graduated from the Hristo Botev Construction
School in Sofia, and afterwards majored in
Geodesy, Photogrammetry, and Cartography at the
Higher Institute of Architecture and Construction.

The scientific and pedagogical career of Prof.
Georgiev started at the Higher People’s Military Artillery School, Town of
Shoumen, where he lectured in Mathematical Geodesy and Cartography,
Geodetic Astronomy, and Physical Geodesy. During this period he became
post-graduate student of the prominent Bulgarian scientist-geodesist, Acad.
VL. Hristov, and in 1967 presented his PhD Thesis on the topic “The Direct
and Reverse Geodetic Problem for Great Distances” issued as a monograph
in 1967.

In 1965, N. Georgiev joined the Central Laboratory for Higher Geodesy
(CLHG) at the Bulgarian Academy of Sciences (BAS) as a Research
Fellow. Here, he focused his scientific activity and interests in the field of
Space Geodesy, a new and prospective scientific field at that time. In
recognition for his successful results, during 1975-1977, he was invited to
work for the Council of Astronomy of the Russian Academy of Sciences,
where he developed analytical theory for high-precision determination of
Earth satellite orbits and their use for the purposes of space geodesy. In
1978, he presented his Doctorial Thesis at the 4. Sterberg State Institute of
Astronomy of the M. Lomonossov State University of Moscow on the topic
“A Satellite Geodesy Orbital Method for Short Time Intervals” aftaining the
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title Doctor of Physico-Mathematical Sciences. Its major results were
published in the joint Bulgarian-Russian monograph “Using Earth Satellite
Optic Observations for Geodetic Purposes” which was published in 1979
and later on gained great popularity.

Upon his return to Bulgaria in 1977, N. Georgiev was appointed
Director of the CLHG - BAS. Here, he organized a large team of researchers
and professionals, with whom he developed intensively and successfully
various aspects of the analytical theory for determination of satellite orbits,
with patticular emphasis on its application for the purposes of global
geodynamics. Under his supervision, the CLHG continued its scientific
research work in both the traditional fields of higher geodesy as well as in
some new areas. In his capacity of Director of the CLHG, Prof. N, Georgiev
paid particular attention to the young researchers assisting their scientific
and creative development,

This period witnessed the consolidation and elevation to a new
quantitative level of CLHG’s international relations with the Academies of
Science of Russia, Germany, Poland, Czechoslovakia, Roumania, Cuba and
other countries. The CLHG established creative contacts with other
geodetic, scientific, academic and production institutions in Bulgaria. The
CLHG provided methodical supervision for the Satellite Photographic
Observation Station at the J. Gagarin People’s Astronomical Observatory
with Planetarium, Town of Stara Zagora.

The career of Prof. N.Georgiev was marked not only by his prolific
scientific activity, but by his pedagogical activity as well. He lectured at the
Higher Institute of Architecture and Construction, the Gen. Blagoy Ivanov
Higher People’s Military Construction School, and the Higher People’s
Military Artillery School.

* 1975 - elected Sen. Res. II rank in Space and Mathematical Geodesy;

* 1981 - elected Sen. Res. I rank in Space and Mathematical Geodesye
1982 - elected Professor in Geodesy at the Gen. Blagoy vanov HPMCS;

* 1990 — nowadays working at the Remote Sensing Department of the
SRI-BAS.

Prof. Georgiev has over 200 scientific publications in dedicated journals,
collections, international, foreign and Bulgarian editions, of them: published
abroad - 88; in Bulgaria - 115; individual works - 59; team works — 139,
being the first author of 105 of the latter. He has written 9 monographs. He
was invited lecturer to 55 home and overseas forums, member of
organizational, scientific, and program committees.

The results of the scientific and organizational activity of Prof. N.
Georgiev resulted in his wide international recognition. He is member of
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international and overseas organizations, his name is inscribed on a number
of home and foreign encyclopedias, he was elected member of a number of
foreign Academies of Science on account of his academic achievements, he
is also leader of international projects and programs:

* Corresponding Member of the International Astronautical Academy
(Internationalis Astronautica Academia MCMLX), Paris, elected in 1990;

* Academijcian of the International Astronautical Academy
(Internationalis Astronautica Academia MCMLX), Paris, elected in 1997;

* Expert of the European Commission, Directorate General XII, Science,
Research & Development, Subject EE 19981A 1418, since J uly 02, 1999;

* Subproject 1I-4.1 - “ Dynamics Study of the Buro-Asian Lithosphere
(IDEAL)”;

* Topic [l-4.I-4. - “Complex Geodynamic Interpretation of the Results”;

* Project IV, IDEAL -“Motion Study of the Buro-Asian Lithosphere
Using High-Precision Laser Distance Meters and Radio-Interferometric
Observations™;

* Topic II. 1 “Optic Laser Light-Reflecting System”, Satellite Bulgaria—
1300-2;

+ Chief Editor of: “Higher Geodesy” {issues Nos.5 to 14); “derospace
Research in Bulgaria”, (issues Nos. 13 to 19).

Since 1990, Prof. Georgiev has been working for the SRI — BAS where
he focused his attention on: the methods for coordinate attachment,
rectification, and interpretation of high-resolution space images; space
methods for study of regional and global geodynamics; analysis of remote-
sensing and ground-based studies of the neotectonics and geodynamics of
the Moesian platform. During this period, he was also Chairman of the
General Assembly of Scientists.

During the successive periods of his carrier, Prof. DSc N. Georgiev was
National Coordinator and active participant in prestigious international
organizations, such as: INTERCOSMOS, KAPG, COSPAR, MAG, MCIT,
Scientific Secretary of the Dedicated Scientific Council in Geodesy and
Geophysics; member of the Scientific Council in Geophysics at the Higher
Attesting Committee (1983-1987 and since 2005 to nowadays); Vice-
Chairman of the Dedicated Scientific Council in Geodesy at the Higher
Attesting Committee (1985-1988 and since 2005 to nowadays). On account
of his versatile activity he was awarded with Order of Cyril and Methodius,
I class, the Golden Order of Labour, the Badge of an Excellent Worker of
the BAS etc.
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Yordanov, D. V. COMPUTER MODELS OF AIRPLANE AND
HELICOPTER CONTROL SYSTEMS. Publishing House of the
Technical University of Sofia, 2004-2005, 155p.

In 2005, the Publishing House of the Technical University, Sofia,
presented to the attention of thc experts in aviation equipment and
technologies the textbook entitled “Computer Models of Airplanc and
Helicopter Control Systems” written by Sen. Res. Dr. Dimitar Vasilev
Yordanov from the Space Research Institute of the BAS. In it, the author
presents his ideas as to how the potentialities of the Matlab—Simulink
3 software product may be used
: to interpret in a new way some
problem issues related with the
aircraft  control  contour’s
operation. The two parts of the

- . textbook acquaint the reader

fé with the methods of solving
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and some applications of the
models for study the control
contour’s operation in normal
and ecmergency situations,

related with control system
failures or atmospheric
disturbances. The models have
been chosen for specific
regimes where the control systems operation features some peculiaritics,
demanding a crcative modeling approach to be applied. They do not cover
the whole variety of problems characterizing control systems’ operation.
The aim of the author is to provoke the experts’ rescarch approach and their
ability to take decisions based on modelling results. The correct solution of
the problems requires of the author to have basic knowledge in the specific
aviation field, computer literacy, and a reasonable amount of fantasy.
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Vassev, V. §. SECOND-HAND SOUL, Collection of poems, ASI
Publishing House, Sofia, 2005, 64 p.

The Editorial Board of the journal “Space Research in Bulgaria” is
very pleased to present to the readers’ audience the newly published book of
the well-known and respected employce of the Space Research Institute,
Mr. Valeri Vassev, whom all of us have admired for many years already for
his genuine and unrivalled poetic gift.

Mr. Vasscv was born on April 28, 1952, in Sofia. He majored as a
historian from the St. Kiiment Ohridski University of Sofia. For about two
dozens of years already he has been practicing as journalist and publicist in
thc mass media. Mr. Vassev was Editor in the Nauka and Izkustvo and
Panorama publishing houses, the Bulgarska Armiya, Novinar, and
Ossobeno Mnenie newspapers and many more. He is author of more than
2000 papers, intervicws, essays etc. Second-Iland Soul is his second poetic
collection. The first one, entitled Mutilated Times, was published in 2003.

Do rever open

the pages of u book,

the door to the unknown,

the petal of the rose

the anterior of love...

If you are not prepared 1o know:
time’s infinity,

immortality’s eternity,

life’s wisdom,

your true Self...

For only then

you'll come fo know:

who keeps the memory,

what keeps the Earth going round,
where the cyele originates...
And only then you will

Banepu Baces

discover the truth about; Aywara
the stars’ beauty, c npeHabumTi
the burn of passion, HomMmepa

the light’s might,
the magic of birth...

So that you might live forever after —

that is, your true Self...
no second-hand love...
vour soul - an eternal raveller ...
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(Verse translated by L. Kraleva)
Res. Fellow L. Kraleva
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