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Comptiter-based systems with reference to applica-
tion and problem range may be classified as: digital control systems,
information systems, measurement systems, inform ability control systems,
automated technology control systems, measurement computer systems. Such
systems based on computer science are specified with: common functions such
as data on environment and specified object and respective transmit to com-
puter-aided facilities, real iime data processing in agreement with users de-
fined software. In brief such systems will be examined further on as distri-
buted measurement systems (DMS).

DMS are designed for relatively resiricted class of problems preserving
their reliability throughout the duration of real time transmission. The ap-
plication of DMS for solving determined class of problems, i. e. their specia-
lization may be obtained in several ways: via hardware approach to computer
algorithms for cases when computers cannot satisfy requirements such as ac-
curacy, fast performance, cost and reliability, via general purpose compt-
ters compatible with specific requirements for computing resources, relevant
to given environment, via adequate problem oriented software when using
high technology automated soffware design system. '

Problem

The problems resolved by the DMS methods ref-
lect mote or less the relevance of its operation. This relevance is justi-
fied with the solution of systematic hardware and software problems, sub-
divided into respective hierarchy dependent subproblems. And vice versa
the designer starts from development of elementary problem definition in
order to achieve non alternative solution of the respective subproblem [1].

When applying DMS method to analyze physical processes it applies
the following two simultaneous approaches: the solution of the basic functio-
nal problems and aiming at adequate interpretation of the processes and sup-
plementary — optimizing the pattern of adequate interpretation. Functional
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problems may be subdivided into ranks as each of them is specified with
different algorithms and solution approaches. The first rank solution is cha-
racterized with data asquisition and preliminary signal processing. Thi§ com-
prises analog and digital signal processing, the second rank resolves problems
on preliminary data processing, the third refers io signal processing and optimi-
zes data processing in view of finding functional extreme under defined rest-
riction which is alrcady the subject of applied mathematics and the fourth
level solution applies problems on data presentation relevant to the operator,
i. e. the possibility of taking complete control on processes [2]. '

The secondary problems are hierarchically independent, they are not
subject to informational ranking, and are subdvided into three groups: ex-
panding the operational capacity of ihe host computer efficiency and| high
reliability in diagnostics of all DMS components: and full advantage usage
of the computer facilities [3].

The DMS design process is a multicriterion interactive process. It may
be represented as a combination of two design stages: external (systematic)
and internal (technological). Based on user requirements we define at the ex-
ternal stage the exploration, economic and technical parameters, i. e. we de-
fine the concept of the system. The second {internal) stage includes the solu-
tion of engineering problems related with determined standards. Out of con-
venience we shall divide the requirements to the different DMS elements into
three groups: requirements sensor elements, to computer control units and
to the subject of analysis, Usually the design is made with a priori defined
parameters and characteristics of sensors and analyzed subject. In this| case
it is necessary to define the systematic requirements of the control unit most
imporlant of them being reliability and cost.

This paper shall examine as well the problem of compatibilily beiween
the form of the informational presentation from scnsor to subject. In this case
the control unit will become computer channel processing the compatible
form. This channel will be defined as combination of technical means by which
the sensor signals will be received, processed and transmitted to control [unit
or analyzed subject. In the generalized case this channel represents multi-
pole is shown in Fig, 1.

The expression for the operator is:

(1) Se()=[Ss(0), Sn(n]PxPe,
where Sg(f) — signal source; Sn(t) — noise source; Sc(f) —— signal obtained
with the channel; Py — noise operator; Pc — channel operator:

Various modes of multipole combinations allow for obtaining of vari-
ous channel structures for data processing is shown in Fig. 2.

The operation eof the information signal transmission has the form of:
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(2} Seltd = {{Ss1(OSN{)[Prni Py Py ; {Ssa(f}SNﬂ(t)]PNQPCQPI\’!z}PmuxPT»
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Fig. 1. The functional scheme of the étudy measﬁrement system
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Fig. 2. Two channel structure for data processing
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Fig. 3. The measuremenl syslem with centralized data processing
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Fig, 4. The measurement syslem with decentralized data processing

where Py — modilying operator; Pp — multiplexing operator; Piy — in-
terface operator; Pr — iransmission operator. '

These structures have important specifics - - they assume allernative
anatog-to-digital conversion and allow for alternation from controlling to
controtled 'funclion in dependence on the specific requirements. Therefore,
we shall cxamine the possible classificalion under the following structural
signatures: centralized and decentralized signal processing, un-level and multi-
level commutation of channel configuration. The structural scheme corres-
ponding to centralized data processing is shown in Fig. 3.

" The operation of the informational signal transmission has the form of:

(3) e SC(tE}'—_-Efl[s-ﬁ(t)Pint]Pﬁmx PM PT;
where ¢, shows that there is a subset of n independent signal sources or ope-
rators; Prx — operator corresponding to a given channel in discrete time

interval. Since the system is reversible and may be written for the output
informalional flow:

{4} {‘uSi(t)—'SC(t{)PT P:r{nuxépint-
The case of decentralized or distributed data processing is shown in Fig. 4.
This analysis of the structures did not treal the problems of commuta-

tion control and processing algorithms, etc. In fact, various structures exist
which may be reduced to the above menlioned ones [4].
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Conclusion ‘

A system for space application in obtaining planqllary
surface image was developed based on DMS method in the Space Resefflrch
Institute at the Bulgarian Academy of Sciences.
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Pasnpeflesenn BHOOPMAIHORHO-H3Me pBATENHHA
CHCTEMHM, H3NOJA3BAIK B KOCMUIYECKUTE
H3CJMeJBAKUA |

Hotino Hemros

(Peawome |

Pasnpepenennre nHQOPMALHOHHO-U3MELBATENHY CHOTEMH ca
HPEANAsHaUeHH 34 OTHOCHTEINNO TECCH KJaC 38/104H B KOCMHYCCKUTE HACeABAHNM, Xa-
PAKTEDHIUP ALY C€ C NOCTOSIHCTBO B TEUCHHUE HA IKMINEHHS HHKDA 14 Soprosiure
cuctenn. CTPYKTYDHPAHETO 1ia Te3H Dasnpejeliehn B paSOTHOTO APpOCTPAaNCTBO
HSMEPBATCAHY CHACTEMHM KbM peIiaBalieTc Ha KAjeH KJAac 3af4ud, T, o. cnena-
MHSANAATA, € NOCTUINATO B pafoTaTa o PA3/MYHH HAWMHHE: upe3 anaparypia
PEATHSAUNA HA HIUHCAMTRAHATE aTOPHTMH B CJAyYauTe, KOTaTO CTaHAAPTH-
SHPAHUTE KOMILIOTPH HE OTIOBAPSIT 110 XapAKTEPHCTHKK HA HOCTABEHHTE 1LEJIH:
Upes H3HQJI3BaHe HA CTAHAAPTHH YHDABAABAlLM KOMIKTDH W ChijlaBane Ha cre-
LHAAHIHDAHH TIONCHCTEMHE 38 OOMEH Ha JAHHH, MAKCHEMAIHO npuCAHKaBaAlH
C& N0 U3UCKBANWATA HA paborHara cpela; upes paspaboTBame Ha MareMaTHyec-
KO R TIpOrPaMHO OCHTYPsiBaHe 3@ YNPAaBJAABAIATE KOMIHOTPH C PA3/iHdHE TIPO-
G/eMHA OPHEHTALMS NPH H3NCAIBAHETO Ha BUCOKOABTOMATH3UD AN TeXBHUSOKH
H TIPOTPaMiH CPEACTBA 34 FeHePHPane Ha NPOrPAMHE TNPORYKTH.
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